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We introduce a novel approach to locate, identify, and refine posi-
tions and whole areas of cell structures based on elemental con-
tents measured by X-ray fluorescence microscopy. We show that
by initializing with only a handful of prototypical cell regions, this
approach can obtain consistent cell populations, even when cells are
partially overlapping, without training by explicit annotation. It is
robust both to different measurements on the same sample and to
different initializations. This effort provides a versatile framework
to identify targeted cellular structures from datasets too complex for
manual analysis, like most X-ray fluorescence microscopy data. We
also discuss possible future extensions.

1. Introduction

X-ray fluorescence microscopy (XFM) provides submicrometer-
resolution information on the localization and quantity of all but the
lightest elements. For studies of micrometer-thick biological speci-
mens, it provides this information with lowest dose for a given ele-
mental sensitivity (Kirz, 1980), so that it has emerged as a powerful
method for studies in biology and medicine (Paunesku et al., 2006).
By using high-resolution optics such as Fresnel zone plates, multi-
keV X-rays are focused to a small spot through which the specimen
is scanned. Absorption of these X-rays leads to the ejection of core
shell electrons, and photons at characteristic elemental fluorescence
energies are emitted as outer shell electrons fill the core shell vacan-
cies (a competing process of emission of Auger electrons is small for
elements with atomic number greater than about 15 (Krause, 1979)).
An energy-dispersive detector is used to record the energy of indi-
vidual fluorescence photons, thus providing information on elemen-
tal content at that pixel location. These multispectral data typically
contain 1000 or more energy channels per pixel, which in our case
have been analyzed to obtain concentrations of chemical elements
as described in Sec. 2.

We are not the first to recognize that scientific capability
for intuitive understanding is being overwhelmed by the vol-
ume and complexity of data generated in modern microscopies.
In light microscopy, Swedlow et al. have noted that “multidi-
mensional imaging has driven a revolution in modern biology —
yet the significant data management and analysis challenges pre-
sented by these new complex datasets remain largely unsolved”
(Swedlow et al., 2009). In recognition of these challenges, we have
already made some progress. Members of our team have written

a program called MAPS (Vogt, 2003) for quantification and fit-
ting of multidimensional X-ray fluorescence images and a clus-
ter analysis-based program PCA_GUI for classification and analy-
sis in soft X-ray spectromicroscopy (Lerotic et al., 2004; Lerotic
et al., 2005) (this program has migrated to an open-source project
at code.google.com/p/spectromicroscopy). MAPS car-
ries out the analysis required to go from per-pixel fluorescence spec-
tra to per-pixel elemental concentration (described in Sec. 2), along
with analysis through the manual generation of spatial regions of
interest; enhancements to include principal component analysis and
clustering are promising but not yet reliable enough for unsuper-
vised analysis of large datasets. PCA_GUI provides cluster analysis
but suffers from negative, unphysical weightings in some analy-
ses (now being addressed through the use of non-negative matrix
factorization). These efforts are not yet as advanced as clustering
and machine-learning analysis implemented in optical microscopy
(Ljosa & Carpenter, 2009) or hyperspectral analysis used in aircraft
and satellite imaging (Plaza et al., 2004). Our goal here is to pro-
vide classification from X-ray fluorescence spectra with no subse-
quent higher-level processing required, so as to greatly enhance how
we approach and understand the rich data sets generated from X-
ray fluorescence excitation in electron, proton, and X-ray excitation
microscopy methods.

Recent developments in medical imaging have employed vari-
ous object recognition methods to identify cellular structures auto-
matically, such as whole cells using phase-contrast microscopy
(Tao et al., 2007), cell nuclei using 3D microscopy video (Aydin
etal.,2010; Lin et al., 2003), and vesicles in time-lapse microscopy
(Cortés & Amit, 2008). These approaches employ expert knowl-
edge on gray-level or texture difference between the targeted cel-
lular structures and the pictured background, and they model these
structures, or the groups of pixels embedded in them, as graph
nodes or data items. With these prototypes in mind, they capture the
cellular structural information within common pattern recognition
frameworks such as graph/random fields (Al-Kofahi ez al., 2010),
Bayesian classification (Yin et al., 2010), support vector machines
(Wang et al., 2007; Aydin et al., 2010; Kasson et al., 2005), and
neural networks.

Most of the previous work originated from one of two basic
types of machine learning/computer vision approaches. The first
is formulating energy functionals that can be solved by combi-
natorial optimization techniques, such as graph cuts (Wolz et al.,
2010; Bergeest & Rohr, 2011), dynamic programming (McCullough
et al.,2008; Arteta et al., 2012), and Potts-model-based Markovian
random fields (Russell et al., 2007). The second type includes the
family of differential methods such as level set (Lin et al., 2003)
and active contour (McCullough et al., 2008) methods. Both types
of methods were developed based on bright-field, confocal, and flu-
orescence images where one typically has only a few intensity chan-
nels; our approach is aimed at addressing a larger number of chan-
nels since x-ray fluorescence can detect a large number of chemical
elements simultaneously.

We propose here a novel approach to locate, identify, and refine
positions and areas of cellular structures based on their characteristic
elemental distributions. To demonstrate the ability of this approach
to identify cells and distinguish their types, we apply it to a dataset
of three intermixed cell types. We begin by using MAPS to reduce
the acquired fluorescence spectra into quantitative concentrations of
9 chemical elements. As input parameters for subsequent analysis,
the approach accepts lower bounds, averages, and standard devia-




tions of cell types from a few hand-drawn regions of interest (ROIs)
for each type. (These hand-drawn ROIs can in the future be replaced
by representative contents from other reference data or learned auto-
matically.) The approach uses a generalized likelihood ratio test to
model multiple overlapping cells, which is common for 2D images
of biological samples; to the best of our knowledge, several previ-
ous methods that claimed global optimality can handle only samples
that are at most touching at the boundaries (Bergeest & Rohr, 2012).
In contrast to previous approaches that are based on manual anno-
tations (Kasson et al., 2005; Lin et al., 2003; Wang et al., 2007)
and heavily rely on availability of a large training set, our approach
is able to identify cells even in cases where manual annotation is
limited or not available.

The paper is organized as follows. In Section 2, we discuss sam-
ple preparation, data acquisition, and the datasets we employed in
evaluating the consistency and robustness of this approach. In Sec-
tion 3, we provide a high-level description of the components of our
problem and approach. In Section 4 we introduce the four underly-
ing procedures in detail: preprocessing, estimating group configu-
ration, boundary delineation, and pixel refinement. Currently, each
procedure can be viewed as solving an optimization problem, the
solution of which is then passed as an input to the next procedure.
However, this approach can be modified such that the output of
the last step can serve as the input to the first step. We report our
resulting element distributions in Section 5 and demonstrate that this
approach generates robust statistics of cell populations with respect
to initial parameters. Since this cell identification approach is in
early stages of development, many opportunities for improvement
remain, some of which are discussed in Section 7. We also com-
ment on the benefit of applying this approach to XFM data analysis.

2. Sample and Data

We prepared a test sample set (shown in Fig. 1) with three distinct
cell types: red blood cells (rabbit erythrocytes), common yeast (Sac-
charomyces cerevisiae), and algae (Chlamydomonas reinhardtii) in
order to evaluate this cell identification approach. These cell types
were chosen on the basis of both availability and expected dif-
ferences in elemental content. For example, red blood cells were
expected to contain relatively more iron than other cell types
because of the presence of heme iron in hemoglobin (Hawkins
et al., 1954), and algae were expected to contain relatively greater
manganese levels because of the presence of manganese in photo-
system II (Dismukes, 1986).

Visible light

Figure 1

Data used for subsequent analysis. A mixture of three cell types was prepared,
as shown in the visible light micrograph: red blood cells, algae, and yeast. The
maps of particular elements (K, P, Mn, Fe, and Zn) obtained from X-ray flu-
orescence images hint at the characteristics of the different cell types: Mn is
prevalent in algae and Fe in red blood cells, while Zn and P are indicative of
yeast cells. The visible light micrograph was acquired at one focal plane and
thus does not show all cells; separate slight distortions in relative cell positions
between the X-ray fluorescence maps and the visible light micrograph were not
adjusted for.

Washed and pooled rabbit red blood cells at 10% hematocrit were
purchased from Lampire Biological Laboratories (Pipersville, PA).
A 1 mL volume sample was drawn and centrifuged for 10 minutes at
600 g. The supernatant was discarded, and cells were resuspended in
a solution of 200 mM sucrose and 10 mM PIPES (Good et al., 1966),
both from Sigma-Aldrich (St. Louis, MO). Yeast cells were inocu-
lated in 2.5 mL of sterile YPD media (Lundblad & Struhl, 2001) and
grown in a shaking incubator at 30°C and 300 rpm for 24 hours. A
1 mL volume sample was drawn and centrifuged for 10 minutes at
600 g. The supernatant was discarded, and cells were resuspended
in a solution of 200 mM sucrose and 10 mM PIPES.

Algae cells were provided by Qiaoling Jin (Argonne). The wild
type strain of Chlamydomonas reinhardtii was purchased from
ATCC (Manassas, VA) and grown mixotrophically in TAP medium
(Gorman & Levine, 1965) on a rotary shaker (120 rpm) at 25°C
and in the presence of ~100 pmol photons m~2 s~! of photosyn-
thetically active light. A 1 mL volume sample was drawn and cen-
trifuged for 2 minutes at 600 g. The supernatant was discarded, and
cells were resuspended in a solution of 200 mM sucrose and 10 mM
PIPES. Equal volumes of red blood cells, yeast cells, and algae cells
were suspended in 200 mM sucrose and 10 mM PIPES and then
mixed together. A 2 uL. volume was spotted onto a 200 nm thick
silicon nitride window (Silson Ltd., Northampton, UK) and allowed
to air dry overnight.

X-ray fluorescence imaging was performed at beamline 2-ID-E
at the Advanced Photon Source at Argonne. Undulator-produced X-
rays at 10 keV incident energy were focused to a spot size of 0.8 um
by 0.8 um using Fresnel zone plate optics (Xradia, Inc., Pleasanton,
CA). Samples were raster-scanned through the X-ray beam in fly-
scanning mode, covering about a (200 ;:m)* area with a pixel size
6=0.3 pm in each direction, 666 x 667 pixels, and an effective dwell
time of 100 ms per pixel. Full fluorescence spectra were detected
at each pixel using a 4-segment silicon drift detector (Vortex-ME4,
Hitachi High-Technologies Science America, Northridge, CA), with
each detector segment collecting a slightly different signal because
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of angular variations in scattered signals, different self-absorption
paths to the segment, and so on.

Every pixel in the XFM dataset originally contains the full X-
ray spectra recorded from the four detector segments. These spectra
were then processed by MAPS (Vogt, 2003), which involves a fitting
procedure and calibration based on a standard with known elemental
concentration to yield quantitative maps of elemental concentration
in ,ug/cmz. Those quantitative maps for the elements P, S, Cl, K, Ca,
Mn, Fe, and Zn provided the input data for the analysis procedures
described here.

The three cell types have somewhat different sizes. We therefore
introduce a lower-bound area parameter s; per cell type for subse-
quent analysis: we used s,=200 pixels (or 18 zm?) for red blood and
algae cells, and 5,=30 pixels (or 2.7 um?) for yeast cells.

3. Problem and Overview

We address the fundamental question “Where are the (whole)
cells?” based on recorded elemental distributions in an XFM dataset.
The goal of our approach is to identify cells of different types, while
also allowing for multiple cells to overlap.

A key difficulty here is that often no manual annotation is avail-
able to serve as a reference; we know only that the total elemental
contents of the whole cell areas, shape, and size of cells of a given
type can be employed as salient features. We use the following two
classes of expert-informed cell features to initialize this approach:

1. Morphology. We assume that all cells of a specific type have
somewhat similar sizes and shapes.

2. Content. We assume that cells of a specific type have similar
total content in characteristic elements, and that these char-
acteristic elemental contents are distinct compared with cells
of other types.

In the present study, we seed our analysis by per-hand identifica-
tion of regions of interest (ROIs) around a few isolated cells of each
type. This was appropriate for an initial study, though in the future
the seeding could be done from literature values for elemental com-
position and area s;.

In our case, the ROIs provide twofold information: (1) the ele-
ment or combination of elements provides characteristic elemental
maps that distinguish each specified cell type, and (2) the content
from these ROIs is employed as representative total elemental con-
tent of these cells. We use the former information to preprocess the
dataset and obtain initial guesses for the areas of putative cells. We
use the latter to refine these putative cells.

The initial inputs for this approach are thus information on the
morphology and content features. Preprocessing of the putative cells
(Section 4.1) is done by image segmentation. We first divide pixels
of the image of a given characteristic element into foreground and
background components (e.g., based on their intensity).

We partition all foreground pixels into groups via the recursive
min-cut algorithm (Dhillon et al., 2007) and then fit a minimum-
area ellipse around each of these segments as the initial guess of
cell areas. Here, we tailor the partition algorithm to oversegment in
order to cover actual cells with at least one group.

This oversegmentation conditions the configuration estimation
procedure in Section 4.2 to focus on evaluating group configurations
with potentially reduced number of cell groups. This estimation pro-
cedure determines whether merging two groups or deleting a group
will represent the total content better than the current configuration.
We represent the total content criteria with Gaussian distributions
(specified by a mean and diagonal covariance) obtained from the
given content inputs.

After we estimate the configuration of cell groups, we refine these
putative cell groups by adjusting their boundaries based on a total
elemental content criteria (see Section 4.3). This procedure aims at
recovering pixels that are within a cell but were initially relegated
to the background because of thresholding. For every boundary we
obtain by this procedure, we compensate for potential smoothness
discrepancies using a pixel refinement procedure (see Section 4.4).
This procedure ensures that the resulting areas cover the group of
pixels best for their corresponding cells.

This multistep approach is versatile and can be applied to a broad
class of identification problems. The components described here can
also be employed independently or combined to answer different
scientific questions.

Procedure 1: Overview of the approach.
Inputs: Pixels P of an XFM dataset, cell types 7T, characteristic
element ¢, and lower bound of size s; for all # € 7, means and
standard deviations of representative cell contents;
forallz € T
e Obtain foreground and background of ¢;;
e Partition foreground pixels using elemental map of e;,
such that all segments contain at most s, pixels;
e Obtain groups G; of type ¢ by using minimum-area
ellipses to cover all individual segments;
end for
e Obtain groups G’ from initial groups G = U,G,
by either merge or deletion;
e Delineate boundaries of all groups g € G using both
morphology and content features;

e Refine pixel boundaries of all g € G;

4. Our Approach

For a given image, we let P denote the set of pixels in the image,
with each pixel indexed by a pair of (column, row) indices (x,y).
We use uppercase roman letters to denote sets of pixels and use
calligraphic letters to refer to other types of sets (e.g., index sets,
elements, cell types) throughout the sequel.

Let F and B denote disjoint sets of foreground and background
pixels, respectively, so that P = F U B. We designate a group of
pixels by G,, where ¢ € G denotes a group index. Groups will
ultimately be used to define a cell, but we use the term “group” to
acknowledge that, particularly in the initial steps of this approach,
there may not be a one-to-one correspondence between groups and
cells. The collection of all groups defines the foreground pixels as
F = UyegG,. Associated with each group G, will be a set of local
background pixels B,, more formally defined in Section 4.1.2.

A region R, (with r € R) consists of pixels belonging to one or
more groups and their local backgrounds. We let G, C G denote the
set of groups belonging to region R, so that R, = Ugeg, (G, U By).
The sets G, form a partitioning of G. We denote the local background
of region R, by B, (defined in Section 4.1.2).

For a general set of pixels Z, we define c.(Z) to be the total con-
tent in Z of element e € £. In this paper, we limit our discussion
to |E] = 9 elements £ = {P,S, K, Cl, Ca,Mn, Fe, Cu,Zn}. We
assume that a content map (see Section 2) provides c.(x, y) for each
(x,y) € Pandeache € &.

Each group will have an associated type ¢+ € T in this paper
T = {algae, rbc, yeast}. Associated with each type ¢ are various
quantities, either provided by an expert or learned in the course of
the procedures below.

Using this notation, we organize our approach as follows:
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1. Preprocessing and Image Segmentation: Specify elemen-
tal content distributions for each cell type, identify the fore-
ground pixels F', divide the foreground into |G| possibly over-
lapping groups, and aggregate the groups into |R| disjoint
regions (Section 4.1).

2. Estimation of Group Configuration: Given a set of groups G
and a set of disjoint regions R, adjust the number and areas
of groups of each type within each region to best match the
observed elemental contents (Section 4.2).

3. Optimization of Group Boundaries: Given putative cell
groups in each region, determine smooth curves to serve as
boundaries of the cells (Section 4.3).

4. Local Pixel Refinement: For the smooth boundaries in a
region that do not satisfy local optimality conditions, refine
each associated group so the content of its discrete set of pix-
els best matches the content in a cell (Section 4.4).
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Figure 2

Image segmentation result used to form the initial groups for yeast and red
blood cells based on the markers Zn (a) and Fe (b), respectively.
Algae cells are not shown because there are only 5 cells.

4.1. Preprocessing and Image Segmentation

The first procedure is responsible for producing the representa-
tive elemental distributions, a set of initial groups G and regions R,
and the local backgrounds for each of these groups and regions.

4.1.1. Initial Group Formation. We take as input the individual ele-
mental maps and the segment area bound s;; for purposes of over-
segmentation, s, is taken to be the smallest cell area from the hand-
selected ROI. We then perform an image segmentation using images
from three characteristic elements (Mn for algae, Fe for red blood
cells, and Zn for yeast). The resulting segments (shown in Fig. 4)
each locate a possible area for a cell of type .

Based on these segmentations, we form minimum-area ellipses
to cover pixels belonging to the same segment. Ellipses are appro-
priate for the cell types considered here; more complicated shapes
can also be considered. The pixels in each ellipse are used to define
an initial group G,. By construction, all groups contain a contiguous
set of pixels.

4.1.2. Region Formation and Background Content. Knowledge of
the background content is important in XFM analysis. When using
energy dispersive detectors to record the fluorescence signal, there
will be some contribution at all energies as a result of inelastic
scattering and incomplete collection of the charge deposited in the
detector by fluorescence photons (ideally this is resolved by the fit-
ting procedure of MAPS as described in Section 2). There may also
be some signal as a result of elements in the medium in which the
cells where prepared. The inhomogeneous background (see, e.g., the

K channel in Fig. 1) in many of the elemental maps introduces chal-
lenges for cell identification and for generating statistics on elemen-
tal content of various cell types.

For this reason, we calculate separate background content esti-
mates for each group and region. As previously described, we dis-
tinguish the local background, B, (B:), for group g € G (region
r € R) from the global background, B, associated with the entire
image. We define the local background B, as the set of background
pixels that are within a distance A > 0 of G,, or

B, = {(x,y) € B: |x — | + |y — §| < Aforsome (%,9) € G,} 1
where we recall that the foreground is defined as F = UgegG, and
the background is defined as B = P\F.

As shown in Fig. 3, a region R, = U,cg, (G, U B,) consists of a
set of groups and their local backgrounds. The local background of a
region is then defined in analogy to Equation (1) as the background
outside of the region that is within a distance A of the region, or

B, = {(x.y) € B\R, : |x — & + |y — §| < Aforsome (2.9) € R.}. ()

Although groups (as well as their backgrounds) may overlap, the
regions are disjoint; however, the local backgrounds of different
regions may overlap. Thus a region provides a convenient parti-
tioning of the image into semi-independent structures, while groups
allow for the modeling of overlapping cells. Initial groups, regions,
and local backgrounds for the entire test dataset are illustrated in
Fig. 3.

The primary purpose of obtaining local backgrounds is to adap-
tively estimate the local background content. For example, ft.,
denotes the mean (per-pixel) content of element e in the local back-
ground of region R, and is defined as

1 1
e = 37 > clxy). 3)
(

x,y)EB,

Her =

We similarly define the sample variance in the local background B;:
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(a) Illustration of groups, regions, and backgrounds. The innermost solid
boundaries represent the union of groups, the next boundaries (black, orange
fill) represent the regions, and the outermost boundaries (pink) represent the

union of regions and region backgrounds. (b) Overlay showing distributions of

Fe (red), Mn (green), Zn (blue), and the region boundaries (white).
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4.1.3. Content Computation for Groups. Because we allow groups
to overlap, it is necessary to apportion the content given by an ele-
mental map among overlapping groups. A naive way to distribute
the content c.(x,y) would be to split it equally among the groups
that contain the pixel (x,y). The approach that we take is to account
for the relative abundance of the element with respect to the group’s
type. For this we employ the representative means .; introduced in
Section 4.1.4.

Formally, we let G;(x,y) C G denote the set of groups of type
t € T that contain pixel (x,y). A single group of type ¢ containing
(x,y) is thus assigned the fraction of content

et
. 5
S 15 o) e ®)

By construction, the content from an elemental map is preserved:
summing over all groups containing (x, y) yields the elemental map
content c.(x,y). Taking into account the background’s contribution
and using this weighting, we define the assigned content of element
e € & forgroup g € G of typet € T by

Cow = Y falxy) (ce(x,y)fﬂer), (6)

(x,y)EGg

ﬁl(xyy) =

where r € R denotes the region that group G, belongs to.

4.1.4. Representative Cell Elemental Distributions. For the subse-
quent procedures we require statistics of the content of each type
of cell to broadly characterize the types of cells.

In the current approach, we represent the distribution of the total
elemental content in a cell as a truncated (imposing non-negativity)
Gaussian. Although other distributions can be used in our frame-
work, we focus on Gaussians here to illustrate the method based
on a small number of distributional parameters. In particular, if we
assume that the contents for cells of different types and elements are
independent, we need only to specify means and variances (e, o2 )
foralle € Eandr € T.

If such information is unavailable, it can be estimated by using
a small number of expert hand-selected cells, particularly those that
are well-separated from other cells in this particular example. Given
a collection G’ (¢) of hand-selected groups corresponding to cells of
type ¢, we can use the sample mean

|
P = G D (G, (7)

8€g’(1)

and sample variance
N2 2
Oet = ‘g/ | —1 Z Ce e) ’ ®)

as estimates for y.; and o, respectively.

4.2. Estimation of Group Configuration

The image segmentation in Section 4.1 is used to provide an ini-
tial group configuration (i.e., numbers and areas of groups). How-
ever, two drawbacks prevent this configuration from serving as puta-
tive cell areas: (1) only a single trace element for each cell type is
taken into account, whereas cells are usually represented with multi-
ple elements in XFM datasets; and (2) overlapping cells of the same
type are not taken into account.

We now introduce an iterative procedure for adjusting this ini-
tial group configuration to a more realistic configuration. In each

iteration, the current configuration is updated to better match the
region content with respect to the representative cell contents (from
Section 4.1.4). We use a generalized likelihood ratio (GLR) test to
determine whether such an update would improve the configuration
for region R,. This GLR test is formulated as (Wasserman, 2003)

max L(Ho|cy)
9

—_— 9
max L(H'|c,) ®
o

The null hypothesis parameter space @y = {Ho} has the cur-
rent group configuration as its only hypothesis; the complementary
parameter space ©f has alternative hypotheses with reduced num-
bers of groups. We need only to consider alternative hypotheses with
fewer groups |Gr| < |G,| (Wu & Nevatia, 2009) because of the over-
segmentation discussed in Section 4.1.

Even if we only reduce the number of groups, testing all possible
configurations is still prohibitive. To make this GLR test compu-
tationally tractable, we limit the parameter space ©f to alternative
hypotheses of exactly |G.| — 1 groups, either through merging two
groups g,¢’ € G, (forming a new group from G, U G,/) or deleting
agroup g € G,.

The data here are the elemental content ¢, = (cy.) of all pixels in
region R,. Assuming the contents of groups in a region are indepen-
dent, we can cast ¢, as the sum of the contents (c; = (ceg)) in the
groups g € G, and the contents (cs = (cesr)) in the respective local
backgrounds U,eg, B,. Formally, for all e € £ we have

Cre = Z ce(X,y) = Cobr + Z Cegt (10)

(xy)e{Gg:g€Gr} g€g,

where c. is defined in Equation (6). The likelihood of our null
hypothesis is thus evaluated as

L(Ho|c,) = (H L(Ho|cy) ) L(Holcw). (11)

8€G,

The mean and variance of element e for group g (of type ¢) in region
R, are defined by

,Uegr = er |Gg‘ + Met and & Ueg) = Uer |GA’| + 0et7

where [i, and &7 are defined in Equation (7) and Equation (8). The
likelihood £ of group g is

2 =2
L(Ho|cg) = <H27T0‘ > exp <;ZW> . (12)

e€& ee& egr

The likelihood of the background is defined similarly, with the back-
ground mean and variance of element e defined by

~ ~2 2
Hebr = [er U Bg and Oebr = Oer U Bg
8€Gr 8€G,

The likelihood of an alternative hypothesis H’ is evaluated sim-
ilarly to the null hypothesis in Equation (11). In the merging and
deleting operations, we now need only to modify the appropriate
terms corresponding to the configuration differences between Hy
and H':

e Merging. If H' corresponds to merging adjacent groups
(g,2"), by convention the resulting group inherits the type ¢

Wang et al. - Unsupervised Cell Identification 5



from the first group g (we also consider the pair (g’, g)). The

new group has content computed by using the pixels Gy UG,

in Equation (6). The updated means and variances for the new

group g" are given by

fleg/ty = Her |G U Gg|+fier and & Ueg r= Uer ‘G U Gg|+aet

e Deleting. If H' corresponds to deleting group g, then we
expand the background with all pixels only in group g. Those
pixels are

Gy ={(x,y) € G, : V8" € G:\{g}, (x,y) € Gy }. 13)

In the evaluation of joint likelihood, we drop the term with
respect to ¢g and update background means fi., and vari-
ances &fb,, as

= ller U B, U G:| and 52, = o, U B, U G;

g€, g€gr

ﬂeh’r

An example of how merging and deleting operations update the
group configuration in a region is shown in Fig. 4.2. The outcome of
this procedure (summarized in Procedure 2) is a group configuration
that better describes the elemental content in every region.

Given regions R, groups G, elemental content c,, and mean
and variance of elemental content (e.g., from Equation
(7)-Equation (8)) ;
for all regions r € R do
repeat
Set NumRegChanged = 0;
Evaluate null hypothesis £(Ho|c;);
Find £L(H'|c,;) := max L(H|c,) over H € Bf;
if L(H'|c,) > L(Ho|c,) then
NumRegChanged = 1;
L Update G, according to H’;

until NumRegChanged = 0;

Figure 4

Example of the progress of group merging and deleting operations. (a) Initial
configuration; (b),(c) merging two red blood cell groups; (d),(e),(g) merging
two yeast cell groups; (f) deleting a yeast cell group. The overlay of Mn (green),
Fe (red), and Zn (blue) elemental maps (h) shows that this area contains four
red blood cells and one yeast cell, which overlaps one of the red blood cells.
The end configuration in (g) shows that the estimation procedure identifies this
configuration correctly. Group boundaries are shown as ellipses for illustration
only; all operations are based on taking the union of pixels.

Procedure 2: Estimation of group configurations (see Section 4.2).

4.3. Optimization of Group Boundaries

The goal of our third procedure is to refine the area and loca-
tion of each group so that the final shape and location best matches
the elemental content for a particular type of cell to the given rep-
resentative elemental content; see, for example Equation (7) and
Equation (8). We formulate this problem as an optimization problem
and develop a gradient-sampling (Burke et al., 2005) Gauss-Newton
approach to solve it.

Previous approaches to this problem include region-growing
methodologies by active contour (Chan & Vese, 2001), level sets
(Caselles et al., 1995; Malladi et al., 1995), and snake (Kass
et al., 1988). Our technique also builds on the inside-outside model
described in (Amit, 2002). Our approach differs from these tech-
niques in that we focus on growing the inside region with multiple
intensity channels taken into account simultaneously, and we use
gradient sampling to approximate the steepest descent directions of
overlapping groups.

Our partition of the image into regions allows us to treat the opti-
mization over each region independently; in the remainder of this
section we describe the optimization over a single region R, .

The unknown variables in the optimization problem are the
parameters that describe the shape and location of the boundary of
each group. In our experiments we parameterized the boundaries
using Daubechies wavelets (Daubechies, 1992) truncated at level d,
{t(7) : k=0,...,d}, where T € [0, 1]. The boundary of a group
g € G, is parameterized as 0, (7) = (04:(7), O,,(7)) for x, y coordi-
nates defined by wavelet coefficients g = (Ugkx, Ugky) aS

d

0u(7) = Y ugeth(7),

k=0

for 7 € [0,1]. (14)

As a result, the unknowns in our optimization problems are the
wavelet coefficients u = (ug, ..., Ugd)geg, - In our experiments,
these coefficients are initialized by fitting a minimum-area ellipse
to each group generated in the previous step; see Section 4.2.

The objective function has two components: a proximal-point
term that regularizes the objective and a data component that penal-
izes deviation of the group’s elemental content from typical elemen-
tal cell content. The proximal-point term is |ju — u||3, where u is
the initial parameterization (e.g., generated from a minimum-area
ellipse). We use the squared, scaled £,-norm ||w||3 = w” Aw, where
A = diag(\;) is a diagonal scaling matrix with 1/); as the vari-
ance of component i of #, which accounts for the different scales of
wavelet coefficients from different levels k =0, ..., d.

The data objective penalizes violation of typical elemental con-
tent. For every cell type t € 7 and element e € £, we define bounds
(L, U) that take the region background into account. In our experi-
ments, we use bounds based on being within one standard deviation
of the mean elemental content or

Uert = et + O + Her and Lert = HMet — Oet + Her-
Given these typical elemental bounds, we define the data objective
for group g € G, (of typet € T) and element e € £ as

5(06(’45’) Uert)2 if ce(ug) > Uenr,
hf(c"(ug)) = O ifLert <x< Uert7 (15)
%(Ce(ug) - Lert)z if ¢, (g) < Len,

where ¢.(1g) = ceq is the assigned elemental content of the group
G, defined by the wavelet parameters u,. The group’s area can be
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defined by an inverse wavelet transform. Summing the data objec-
tive over all elements, we define the region objective

) =D heleews) + Slu—ulk,  a6)

8E€EG, e€&

where p is a predefined parameter regularizing between the data
term and the proximal-point term. The function J-(u) is in general
nonsmooth (due to the pixellation effect), and we therefore employ
gradient sampling to approximate the steepest descent direction. We
accelerate the steepest descent step with a Gauss-Newton procedure
that exploits the fact that we know the Hessian, pA, of the second
term. We terminate our optimization if the data objective becomes
zero or when we reach an iteration limit.

4.4. Optimality Test and Local Pixel Refinement

In this section, we describe an optimality test for evaluating the
local optimality of group boundaries obtained using the procedure in
Section 4.3. We also propose a procedure that locally refines bound-
ary pixels on groups that do not satisfy this optimality test.

For a given group G, we define its inside boundary N,  and out-
side boundary N as

{(x,y) € Gy : 3(x",y") € By, and ||(x,y) — (', ¥)||1 = 1},
Ny {(x,y) € By : 3(x',¥") € Gy, and || (x,y) — (", y")|I1 = 1}

We also denote the updated objective J,(ug) as J,(G,) for the group
of pixels G¢. We then define the following optimality test based on
Gy, N, and N :

Optimality Test 1 G, is said to have a locally optimal boundary
if adding or deleting a single pixel does not improve J,, that is,
if 3(Ge) < J(Ge U{(x,y)}) for all (x,y) € N and J,(Gy) <
T (G \{(x,y)}) for all (x,y) € Ny .

If G, does not satisfy this test, then we apply the local pixel
refinement procedure (Procedure 3) to modify the boundary pixels
of G,. This procedure changes only one pixel at a time and repeats
only Maxlt iterations. We employ this procedure for groups whose
elemental contents are not within the range of [Leyr, Uer] for at least
one e € &, and we keep the MaxIt small (set to 5 in our exper-
iments) so that the resulting G, still maintains an approximately
elliptic shape, as discussed in Section 4.1.1. This refinement proce-
dure works for groups that are not overlapping with others because
we have access to the exact J, in the process of changing boundary
pixels.

Procedure 3: Local pixel refinement (see Section 4.4).
Given pixel sets Gy, N, , and Ny ;
for iter < MaxlIt do
Let (x7,y") = argminJ,(G, U {(x,y)})
()(,y)GN;r
and set J; = J,(G, U {(x",y")});
Let (x~,y™) = argmin J,(G\{(x.7)})
(xy)ENg~
and set J, = J-(G\{(x",y7)});
if J,(G;) < min(J;',J) then
‘ Locally optimal: return;
elseif /= < J; then
| Remove pixel (x™,y~) from Gy;
else
| Add pixel (x*,y") to Gy;

iter = iter+1;

5. Results

In this section, we present the results obtained from applying our
approach to the test data set described in Section 2. The key metric
of success is how well the elemental distributions of the identified
cell populations match their corresponding known elemental distri-
butions. We evaluate the resulting cell populations based on the ele-
mental distributions of each cell’s characteristic elements and mul-
tiple elements of well-measurable quantities (e.g., yeast cells con-
tain P, K, Zn, etc.). In addition, we are interested in how different
the elemental contents from identified cell populations comparing
with those from the hand-drawn ROIs, epsecially if these ROIs are
informative enough for identifying the entire cell population. As a
byproduct, we also evaluate how well the background estimation
works. We expect contents of well-measureable elements in given
cell populations to be well above the estimated background derived
from neighboring background pixels (Section 4.1.2) in their respec-
tive cell populations.
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Figure 5

P, K, Mn, Fe, Zn content distributions of identified algae (green), yeast (blue),
and red blood (red) cells. The light blue, pink, and light green points indi-
cate the estimated background (Bg) contents of the respective cell areas. The
horizontal axis (log scale) shows net elemental content, and the points are
distributed randomly within bounds in the vertical direction in order to pro-
vide separation. The magenta and black lines show, respectively, the initialized
means from hand-drawn regions of interest, and the means of the actual cell
populations in the characteristic elements. As expected, the cells tend to have
high elemental content in their characteristic elements: red blood cells have
high Fe content, and yeast cells contain significant amounts of P and Zn. Some
elements can show negative content for some cells (the K channel in red blood
cells, for example); this is because of the need to subtract substrate and back-
ground signals from the raw elemental content to calculate the actual elemental
content for a given cell. In case the signal is close to zero, the statistical nature
of the collected signal can lead to negative numbers when two nearly equal
signals are subtracted.

In Fig. 5, we show color-coded elemental distributions (P, K, Mn,
Fe, Zn) for the three cell types. These elemental distributions are the
net contents after removal of estimated background. We also include
an additional row showing the estimated background distributions.
We observe the following:

1. If a cell population contains well measurable amounts of
specific elements, then the corresponding net contents (after
removing background using neighbor background pixels) are
well above zero. For example, the characteristic elements
(Mn, Fe and Zn) are distinctly high in their respecitive cell
populations; yeast cells also show high contents in P and K
simultaneously. For those elements whose contents in cells
are close to detection limits, their net content distributions
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can have both positive and negative values. This is because
(1) the statistical nature of the collected signal can lead to
negative numbers when two nearly equal signals are sub-
tracted; (2) Some of these elements contain “halo” regions,
if the identified cells do not contain large quantity of these
elements and they are inside of these regions (e.g., K content
in red blood cells), we can obtain negative net contents.

2. The distances between the magenta and black lines show
how much the initial guesses from a few hand-drawn ROIs
differ from the means of the cell populations determined by
our method. The mean contents from the identified cell pop-
ulations (>100 cells) are within 20% ranges compared with
the mean contents from hand-drawn ROIs, which include no
more than 10 cells. This indicates that the cell populations in
our dataset have consistent elemental contents, especially in
their respective characteristic elements.

To summarize, we observe that all identified cells have significant
contents that match their respective biological expectations. These
elemental contents are different from the mean contents of the hand-
drawn ROIs by about 20%. Furthermore, our background estimation
works well for elements with well-measurable amounts in given cell
populations.

6. Discussion and Validation

The cell identification results we report in Section 5 use the sum
of the four detector measurements, where each detector segment
records the fluorescence signal from a slightly different viewing
angle. This can lead to slight variations in calculated elemental
concentration because of variations in scattering background and
absorption of fluorescence signal along the viewing path. To vali-
date that the identified cell areas do contain cells, we applied this
approach to each elemental concentration map separately and com-
pared the elemental distributions of all resulting cell populations.
Our assumption is that if an area contains actual cells, all four detec-
tors will measure significant elemental signals from it. In this case,
if our approach identifies similar cells from all four individual mea-
surements and the sum of them, this identification agreement pro-
vides evidence that our approach finds cells correctly.

Figure 6 shows the elemental content from the resulting red blood
and yeast cells (there are only 5 algae cells). These scatterplots
show that the Fe distributions of resulting red blood cells and the
Zn distributions of resulting yeast cells are similar. An ANOVA test
(Rice, 1995) determines that none of the five cell populations has
statistically significant differences in elemental distribution. Hence
we conclude that this identification approach using different mea-
surements of the same sample recognizes similar elemental distri-
butions of each resulting cell population.
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Figure 6

(a) Scatterplot of Fe distributions from red blood cells obtained using the sep-
arate detector segments as well as their sum. (b) Scatterplot of Zn distribu-
tions from yeast cells obtained using separate detector segments as well as their
sum. The horizontal axis (log scale) shows element content in ng; in the ver-
tical direction, points are distributed randomly within a bound for separation.
This figure demonstrates that elemental contents obtained by separate analyses
from the different detector segments are quite similar, adding confidence in the
robustness of our results.

We also examined the dependence on the initial determination of
foreground and background regions. In the preprocessing step, we
divide pixels into foreground and background components based on
the thresholding pixel intensity in the respective elemental maps.
We evaluate the robustness of our approach by varying the threshold
420%. This thresholding variation changes the initial group config-
urations. We would like to evaluate whether the resulting cell popu-
lations using all three thresholds have similar numbers of cells and
similar elemental content distributions. Significantly different ele-
mental distributions indicate this approach may be sensitive to this
range of threshold variation.

(a) rbe (b) yeast
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Initial Original Initial Original
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Result Original Result Original
Up 20% Up 20%
0 100 200 300 400 0 200 400 600

Figure 7

Test of the total number of red blood cells (a) and yeast cells (b) identified as
the initial choice for elemental thresholding is changed over a 20% range. Of
course the intitial threshold choice produces large changes in the number of
cells identified in the first pass of our approach, but this dependence on initial
parameters is greatly reduced at the end of our analysis sequence.

The up/down thresholding changes the number of initial groups
(“Initial” in Fig. 7) by 15-20%, whereas the numbers of cells among
all resulting cell populations (“Result” in Fig. 7) differ only by 5—
8%. For example, the preprocessing procedure obtains 288 initial
yeast cell groups using the original threshold, and there are 197
yeast cells in the resulting cell population; using downthresholding,
the preprocessing obtains 347 initial (a 20% difference) and 209
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final (a 6% difference) yeast cell groups. These results illustrate that
our final cell populations are relatively insensitive to the different
thresholding, the final results, change only by £8%.
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Figure 8

Scatterplots showing (a) Fe distributions in red blood cell populations and (b)
Zn distributions in yeast cell populations resulting from three different initial
elemental thresholding choices. The similarity of results shows that the results
obtained are robust against changes in initial parameters.

We also compare the elemental contents of cell populations
resulting from the three different initial threshold choices. The scat-
terplots in Fig. 8 show that both the Zn distributions of the resulting
yeast cell populations and Fe distributions of the resulting red blood
cells are insensitive to the different thresholding. Furthermore, we
found no significant difference in the means of all three Zn (and Fe)
distributions using a one-way ANOVA test.

These results show that our approach is able to estimate elemental
content of cell populations very well, with final results being insen-
sitive to modest changes in initial input parameters.

7. Conclusion and Future Work

We describe here an approach for identifying cells of com-
plex configurations (including heavily overlapping cells) in multi-
dimensional XFM datasets. Without explicit expert knowledge and
training using manual annotation, we demonstrate that this approach
can differentiate multiple cell types using trace element contents.
The generalized likelihood ratio test is robust in determining cell
configurations using initial putative groups generated by using
various elemental content thresholds. Furthermore, our approach
shows consistent performance in processing regions with overlap-
ping structures, where it is difficult to obtain reliable cell iden-
tification manually, given the volume and complexity of current
microscopy data.

Extensions we plan to integrate into this methodology include
modeling the cell size, adapting the covariance matrix according to
the cell size, and making this approach iterative so that the result
from the pixel refinement is fed back to the estimation of group con-
figurations to further improve the identification. We also intend to
study more complicated cases, including cells with arbitrary shapes,
sizes, and heterogeneous (i.e., non-Gaussian) elemental content dis-
tributions, and to analyze full XFM spectra. In addition, we are
interested in developing metrics to measure quantitatively the per-
formance of this type of unsupervised approach.
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