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Abstract—Autotuning seeks the best configuration of an application by orchestrating hardware and software knobs that affect performance on a given machine. Autotuners adopt various search techniques to efficiently find the best configuration, but they often ignore lessons learned on one machine when tuning for another machine. We demonstrate that a surrogate model built from performance results on one machine can speedup the autotuning search by 1.6X to 130X on a variety of modern architectures.
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I. INTRODUCTION

The ever-increasing complexity of mapping large-scale scientific codes to High-performance computing architectures presents significant obstacles for scientific productivity. Application developers and performance engineers often resort to manually rewriting the code for the target machine, a painstaking and time-consuming effort that is neither scalable nor portable. Automatic empirical performance tuning (in short, autotuning) attempts to address the limitations of such manual tuning. Autotuning consists of identifying relevant application, hardware, and system-software parameters; assigning a range of parameter values using hardware expertise and application-specific knowledge; and then systematically exploring this parameter space to find the best-performing parameter configuration on the target machine.

A given application is typically autotuned from scratch and independently on each new target machine. This approach is motivated by the conventional wisdom that the performance of a code configuration on one machine is not portable to another machine because of the differences in hardware and system software. Although this is generally true, one has to wonder whether sets of high-quality parameter configurations will be similar for similar machines, such as consecutive generations within a particular vendor’s product line. We hypothesize that although the best configuration obtained from one machine might not be the best on another machine, knowledge on the high- and low-performing parameter configurations from one machine can be exploited to speedup autotuning on another machine.

For illustration, consider 200 configurations of a LU decomposition kernel, where each configuration is generated with a specific loop unroll, cache, and register tiling value. Figure 1 shows the run times of these configurations on Intel E5645 (Westmere) and E5-2687W (Sandybridge) machines. Despite the difference in the actual run times, we observe a strong correlation (Pearson and Spearman correlation coefficients $\rho_p$ and $\rho_s$ greater than 0.8, respectively); the configurations with shorter (longer) run times on Westmere and Sandybridge are similar. Given such a trend, the results on Westmere can be exploited to speed autotuning on Sandybridge (and vice versa).

In this paper, we develop a systematic way of using performance data obtained on one machine to benefit autotuning on another machine. The main aspects of the proposed approach are as follows. Given a set of parameter configurations and their corresponding application run times obtained from a particular machine, we build a surrogate performance model using a machine-learning approach. We then use this model to guide the autotuning search on another machine. We investigate two guiding strategies: a conservative pruning strategy, in which the surrogate performance model is used to identify and avoid evaluating potentially
poor configurations, and a greedy biasing strategy, in which the search is restricted to configurations that the model predicts to have shorter run times.

This paper makes the following contributions:

- From a methodological perspective, we propose a novel machine-learning-based approach for using autotuning results from one machine on another machine;
- From an algorithmic viewpoint, we develop new model-based random search variants for autotuning;
- From an experimental evaluation and benchmarking standpoint, we present performance portability experiments on a wide range of modern architectures. In particular, for the first time, we show the existence of performance correlations between Intel Sandybridge and IBM Power 7.

II. PROBLEM AND SETUP

Given an application (or kernel), a set of tunable parameters, and a target machine, the goal of autotuning is to find an optimal configuration with respect to a user-defined performance metric. Formally, autotuning seeks to solve

$$
\min_x \{ f(x; \alpha, \beta, \gamma) : x \in D(\alpha, \beta, \gamma) \subset \mathbb{R}^m \},
$$

where $x$ is a vector of $m$ tuning parameter values, $D$ denotes the set of allowable configurations, $\alpha$ denotes the given application, $\beta$ is a set of hyperparameters, and $\gamma$ is the target machine. The value $f(x)$ is the performance metric, typically run time, for the parameter configuration $x$. In the hyperparameters $\beta$, we include parameters such as the input size of the application, CPU/DRAM frequency, and compiler type and its corresponding flags; each of these can potentially affect the reported value $f(x)$ but typically remain unchanged and uncontrolled during autotuning. In general, the space of allowable configurations depends on the values of $\alpha$, $\beta$, and $\gamma$.

In autotuning work, the best configuration obtained by evaluating all configurations in $D$ or is approximated by evaluating configurations in a subset $D' \subset D$ obtained by pruning nonpromising configurations using architecture- and/or application-specific information [3]. As codes and architectures become more complex, however, such approaches become computationally prohibitive because of the large number of allowable parameter configurations. Consequently, a scalable approach to autotuning includes using a search algorithm to systematically evaluate a tiny subset of configurations on the target machine in order to identify the best (or approximately best) parameter configurations.

Search algorithms that have been deployed for autotuning include variants of random search, genetic algorithms, simulated annealing, particle swarm, Nelder-Mead, orthogonal search, pattern search, and model-based search [30, 18, 32, 17, 6]. These algorithms share a common theme: evaluations obtained before iteration $k$ are used to determine configuration(s) to evaluate during iteration $k$. For random search without replacement (henceforth, “RS”), however, this dependence on the past is limited to avoiding repeated evaluation of any configuration.

In this paper, we use RS to illustrate the effectiveness of the proposed approach. We select RS due to its simplicity: parameter configurations are sampled uniformly at random from the feasible domain $D$ without replacement. At iteration $k$, each unevaluated configuration $x \in D$ has probability $\frac{1}{|D|}$ of being selected for evaluation. The algorithm is terminated early when a predefined number of evaluations (or wall clock time limit) has been exceeded; otherwise, it stops after $|D|$ iterations with the global optimum. For algorithms other than RS, it would be difficult in attributing observed benefits only to the proposed approach, since the search uses previous evaluations to decide which configurations to evaluate next. Furthermore, RS has been shown to be effective on a number of performance-tuning tasks [30, 18].

III. PROPOSED APPROACH

We let $A$ denote a set of architectures and/or compilation types (to which we refer collectively as a set of “machines”). Given an application $\alpha$ with a fixed input size, the autotuning problem for machine $\gamma_a \in A$ is thus to minimize $f(x; \alpha, \beta_a, \gamma_a)$ as a function of $x$. We make the important assumption that the set of allowable configurations does not vary across the set $A$, that is, $D = D(\alpha) = D(\alpha, \beta_a, \gamma_a)$ for all $\gamma_a \in A$.

We take $T_a = \{(x_1, y_1), \ldots, (x_i, y_i)\}$, where $x_i \in D$ and $y_i = f(x_i; \alpha, \beta_a, \gamma_a)$ are parameter configurations and the corresponding run times obtained on the machine $\gamma_a \in A$. Given the same application $\alpha$ to be tuned with the same input size, our approach consists of using $T_a$ to develop a surrogate performance model of $f(\cdot; \alpha, \beta_b, \gamma_b)$ for some other machine $\gamma_b \in A$ and to use this model to accelerate the search for an optimal $x \in D$ on machine $\gamma_b$. When possible, it may be desirable to keep some hyperparameter settings the same on $\gamma_a$ and $\gamma_b$ (e.g., as we do with compiler type in our experiments). In our formulation, this corresponds to partitioning $\beta$ as $\{\beta^{\beta_1}, \beta^{\beta_2}\}$ so that $\beta_b = \{\beta_{b_1}^{\beta_1}, \beta_{b_2}^{\beta_2}\}$, where $\beta_{b_1}^{\beta_1}$ denotes the set of hyperparameters kept constant.

To develop the surrogate performance model, we adopt a supervised machine-learning approach that seeks a surrogate function $M$ for the expensive $f$ such that the difference between $f(x)$ and $M(x)$ is minimal for all $x \in \{x_1, \ldots, x_i\}$ (and, ideally, for all $x \in D$). The function $M$, which is called an empirical performance model, can be used to predict the run times of all $x \in D$ (not just those $x_i$ for which $f(x_i)$ has been evaluated).

We investigate two ways of using the surrogate model obtained from $T_a$ to accelerate the search on machine $\gamma_b$: a pruning strategy, where we hypothesize that the poor configurations on machines $\gamma_a$ and $\gamma_b$ will be highly correlated, and a biasing strategy, where we hypothesize that the
high-performing configurations on the two machines will be highly correlated.

In the remainder of this section, we describe the supervised-learning approach for obtaining a surrogate performance model and how the pruning and biasing strategies are implemented in RS using the surrogate model.

A. Surrogate performance model

The choice of the supervised-learning algorithm for building the surrogate performance model is crucial. Often this choice should be driven by an exploratory analysis of the relationship between the parameter configurations and their corresponding run times. Our previous studies in performance modeling and tuning [5, 4], shows that recursive partitioning approaches are well suited for the surrogate performance modeling. Here, we employ random forest (RF), a state-of-the-art recursive partitioning method [9].

Given a set of training points $T_a$, RF proceeds as follows. The multidimensional input space $D$ is partitioned into a number of hyperrectangles using the run times of the parameter configurations. On each hyperrectangle, further partitioning takes place recursively until the run times within the partition are the same or when partitioning does not improve certain criteria. Typically, partitions are described by a decision tree with if-else rules as shown in Figure 2. The paths from the root to each leaf define the set of hyperrectangles. The value in each leaf corresponds to the mean run times of the training configurations that fall within the associated hyperrectangle. Given an unseen input configuration, the decision tree is used to identify the hyperrectangle to which this input belongs and returns the corresponding leaf value as the predicted value. The power of RF comes from the fact that it uses a collection of decision trees, each of which is built on a different random subsample of points from the entire training set $T_a$. Consequently, RF can model nonlinear interactions and relationships between the inputs and their corresponding output.

Algorithm 1 Random search with pruning strategy.

<table>
<thead>
<tr>
<th>Input: $T_a$ from machine $\gamma_a$, max evaluations $n_{\text{max}}$, configuration pool size $N \gg n_{\text{max}}$, cutoff parameter $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $M_a \leftarrow \text{fit}(T_a)$</td>
</tr>
<tr>
<td>2 $X_p \leftarrow \text{sample } N \text{ distinct configurations from } D$</td>
</tr>
<tr>
<td>3 $\hat{Y}_p \leftarrow \text{predict}(M_a, X_p)$</td>
</tr>
<tr>
<td>4 $\Delta \leftarrow \delta% \text{ quantile of } Y_p$</td>
</tr>
<tr>
<td>5 $X_{\text{out}}, Y_{\text{out}} \leftarrow {}$</td>
</tr>
<tr>
<td>6 $k \leftarrow 1$</td>
</tr>
<tr>
<td>7 while $k \leq n_{\text{max}}$ do</td>
</tr>
<tr>
<td>8 $x_k \leftarrow \text{sample from } D \cap (X_{\text{out}})^c$</td>
</tr>
<tr>
<td>9 if $\text{predict}(M_a, x_k) &lt; \Delta$ then</td>
</tr>
<tr>
<td>10 $y_k \leftarrow \text{Evaluate}(x_k)$</td>
</tr>
<tr>
<td>11 $X_{\text{out}} \leftarrow X_{\text{out}} \cup x_k; Y_{\text{out}} \leftarrow Y_{\text{out}} \cup y_k$</td>
</tr>
<tr>
<td>12 $k \leftarrow k + 1$</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Output: Best parameter configuration from $X_{\text{out}}$</td>
</tr>
</tbody>
</table>

Algorithm 2 Random search with biasing strategy.

<table>
<thead>
<tr>
<th>Input: $T_a$ from machine $\gamma_a$, max evaluations $n_{\text{max}}$, configuration pool size $N \gg n_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $M_a \leftarrow \text{fit}(T_a)$</td>
</tr>
<tr>
<td>2 $X_p \leftarrow \text{sample } N \text{ distinct configurations from } D$</td>
</tr>
<tr>
<td>3 $\hat{Y}_p \leftarrow \text{predict}(M_a, X_p)$</td>
</tr>
<tr>
<td>4 $X_{\text{out}}, Y_{\text{out}} \leftarrow {}$</td>
</tr>
<tr>
<td>5 $k \leftarrow 1$</td>
</tr>
<tr>
<td>6 while $k \leq n_{\text{max}}$ do</td>
</tr>
<tr>
<td>7 $x_k \leftarrow \text{arg min}_{x \in X_p} \text{predict}(M_a, x)$</td>
</tr>
<tr>
<td>8 $y_k \leftarrow \text{Evaluate}(x_k)$</td>
</tr>
<tr>
<td>9 $X_p \leftarrow X_p \setminus x_k$</td>
</tr>
<tr>
<td>10 $X_{\text{out}} \leftarrow X_{\text{out}} \cup x_k; Y_{\text{out}} \leftarrow Y_{\text{out}} \cup y_k$</td>
</tr>
<tr>
<td>11 $k \leftarrow k + 1$</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Output: Best parameter configuration from $X_{\text{out}}$</td>
</tr>
</tbody>
</table>

B. Pruning and biasing strategies in random search

In the pruning strategy, we use the surrogate performance model to identify potentially poor configurations and avoid evaluating them; in the biasing strategy, we restrict the search to configurations that the model predicts to have better run times. The pruning and biasing strategies in RS are shown in Algorithms 1 and 2, respectively.

Given a maximum number of evaluations $n_{\text{max}}$ as a budget, data $T_a$ from machine $\gamma_a$, and a cutoff parameter $0 < \delta < 100$, RS with pruning proceeds in two phases. In the first phase, the algorithm fits a surrogate performance model $M_a$ using $T_a$. It then samples $N \gg n_{\text{max}}$ configurations at random and predicts the corresponding run times $\hat{Y}_p$. A cutoff value $\Delta$ is estimated by computing the $\delta\%$ quantile of $Y_p$. The iterative phase of the algorithm consists of sampling an unevaluated configuration at random, predicting its run time using $M_a$, and evaluating the configuration on the target machine(s) only when its predicted run time is smaller than $\Delta$.

RS with biasing also proceeds in two phases. The only difference in the first phase is that the algorithm does not require an estimate of the cutoff. The key difference is in the second phase: at each iteration an unevaluated configuration
with the smallest predicted run time according to $M_o$ is selected for evaluation on the target machine(s).

IV. EXPERIMENTAL SETUP

In this section we describe the experimental setup, test problems, and machines used for the experiments.

A. Autotuners

In our experiments, we use two autotuning frameworks: Orio [17] and OpenTuner [2]. They are extensible and portable frameworks for empirical performance tuning. Orio takes as input an annotated C or Fortran code specifying potential code transformations (see Table I for the transformations used in our experiments), their possible parameter values, and a search strategy. The search algorithm in Orio generates multiple versions of the source code based on the different code transformations and runs the resulting configurations on a target machine in order to find the one with the best run time. We refer the reader to [17] for details about the annotation parsing and code-generation schemes in Orio. OpenTuner is a framework for building domain-specific program autotuners. It provides extensible infrastructure to support complex and user-defined data types and custom search heuristics. It runs a number of search techniques at the same time; those that perform well are allocated larger budgets systematically using optimal budget allocation methods. Unlike Orio, it does not provide automatic code transformation recipes; typically the user has to write the code-specific transformation modules. Nonetheless, it is well suited for tuning compiler and command line parameters of full applications.

B. Machines

Experiments were run on Intel Westmere, Intel Sandybridge, Intel Xeon Phi, IBM Power 7, and AppliedMicro X-Gene ARM 64-bit at Argonne’s Joint Laboratory for System Evaluation. Table II shows the machine specifications used in our study. As a default, we use the GNU compiler (v4.4.7) with the -O3 optimization flag, since this is supported on all the tested architectures. Moreover, we also conducted experiments with Intel compiler (v15.0.1 with -O3 optimization) involving Intel machines.

C. Kernels and mini-applications

For kernels, we use problems from the SPAPT test suite [7], which are implemented in an annotation-based language that can be readily processed by Orio and are used primarily for testing the effectiveness of search algorithms. Each search problem is a particular combination of a kernel, an input size, a set of tunable decision parameters, a feasible set of possible parameter values, and a default/initial configuration of these parameters for use by search algorithms. We selected the following kernels to cover all these groups with sufficient complexity and problem size to capture interaction among all levels of the memory hierarchy. Matrix Multiply (MM) is used in many scientific applications. It is usually bounded by the compute capability [33], implying that performance improvements are limited by the architecture’s speed in executing floating-point operations. $A^T A x$ (ATAX) is a matrix transpose and matrix multiplication followed by a vector multiplication operation. ATAX is commonly found in statistical applications and is inherently bounded by memory bandwidth because of the low floating-point-operation intensity. Correlation (COR) measures how two data sets are related. This is a common operation used in data analysis. This kernel is usually memory bounded because of the low number of floating-point operations. LU Decomposition (LU) is a common matrix operation that factorizes a matrix $A$ into a lower $L$ and an upper $U$ triangular matrix such that $A = LU$. It is used to solve a system of linear equations. This kernel is also usually memory bound because of the low ratio of floating-point operations to memory operations. The number of parameters, search space size, and input size for each of the four SPAPT problems considered are shown in Table III. Note that each parameter applies to each loop level hence we will have a total of 9 independent parameters to tune for 3 nested loops. Large parameter search spaces are chosen in order to find non-intuitive optimal points. For instance, we observed that one of the faster code variant for MM kernel on Intel Westmere is obtained with a loop unroll factor of 25.

We consider two mini-applications and use Opentuner infrastructure for autotuning. High Performance LINPACK (HPL) is a widely used benchmark to evaluate performance
Table III

<table>
<thead>
<tr>
<th>Collection of Test Kernels Considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel</td>
</tr>
<tr>
<td>MM</td>
</tr>
<tr>
<td>ATAX</td>
</tr>
<tr>
<td>COR</td>
</tr>
<tr>
<td>LU</td>
</tr>
</tbody>
</table>

of various Top 500 computing platforms [27]. It solves randomly generated dense linear systems using distributed memory architectures. The benchmark comprises of 15 tunable parameters to achieve optimal performance on a given machine. Some of the tuning parameters include mapping of block size, mapping row or column major to process and other algorithmic parameters. Raytracer (RT) is a C++ code to render images of 3D objects [1]. For this mini-application, we focused on tuning g++ flags. We extracted all the supported g++ flags and parameters for each machine and then found the common set that are supported across our test platforms. This resulted in 143 flags and 104 parameters. More information on g++/gcc flag tuning can be found in [2].

D. Run setup and metrics

For a given kernel α, we run RS on the machine γ_α; collect T_α; and run RS, RS_p, and RS_b on the machine γ_b. The controllable factors, such as input size, compiler type, and compiler flags, are kept unchanged on γ_α and γ_b. The maximum number of evaluations, n_max, and configuration pool size, N, are set to 100 and 10,000, respectively. The n_max value corresponds to short autotuning computation budget for SPAPT problems [6]. The N value can be set to any large arbitrary values but the time to generate N random configuration (without evaluation) should be within few seconds. In RS_p, the cutoff parameter δ is set to 20%.

To assess the effectiveness of the model in the proposed approach, we include in our comparison model-free variants of RS_p and RS_a. The model-free variant of RS_p (denoted by RS_pbf) computes its value of Δ from T_a instead of using any model. Then, it evaluates the configurations on γ_b in the same order as on γ_α but avoids evaluating configurations according to the bound Δ. The model-free variant of RS_b (denoted by RS_bbf) sorts the configurations in T_a in ascending order with respect to the run times on γ_α and evaluates them in the sorted order on γ_b. Consequently, in both RS_pbf and RS_bbf, the search on γ_b is restricted to the evaluated configurations T_a from γ_α.

Typically, randomized algorithms require multiple independent runs to minimize the variance in their behavior. Due to computationally expensive nature of our experiments and absence of heterogenous parallel test beds, we perform single run of all the algorithms but with the following setting to reduce variance. First we run RS on machine γ_α; RS on machine γ_b evaluates configurations in the same order as RS on γ_α. RS_p on γ_b evaluates configurations in the same order as RS but avoids evaluating configurations according to the bound Δ. RS_b builds model from T_a. This setting is essentially the so-called method of common random numbers, a well-known variance reduction technique [29].

For comparison, we compute performance and search time speedups with respect to RS. As a defining example, suppose that RS takes 100 s to find its best configuration (with a run time of 5 s) and that RS_b takes 80 s to find its best configuration (with a run time of 3 s), but requires only 50 s to find a configuration with a run time of 5 s. Then, the performance and search time speedups of RS_b over RS are 1.6X and 2X, respectively. We consider a variant to be successful on a particular problem when its performance speedup is at least 1.0X and its search time speedup is greater than 1.0X.

V. Results

First, we focus on results obtained using the GNU compiler (v4.4.7) with the -O3 optimization flag. Figure 3 shows the results from two Intel machines, where we use data from RS on Westmere (γ_α) to improve search on Sandybridge (γ_b). The first column shows the results of the model-based RS variants, RS_p and RS_a. Each plot shows the run times of the best-found code version and the elapsed search time for RS and its variants. Table IV summarizes the observed speedups in search time and performance.

Model-based and model-free RS variants are better than RS: The plots in Figure 3 show a general trend that the RS variants dominate RS and that RS_b outperforms RS_p primarily with respect to search time speedups, which are between 1.6X and 130X. The performance speedups are not as significant as the search time speedups and they range between 1.0X and 1.3X. The second column shows the results of the model-free RS variants, RS_pbf and RS_bbf. We observe that RS_pbf is significantly better than RS_p and RS (see also Table IV). However, there are no performance speedups because RS_pbf and RS_bbf are restricted to the same 100 configurations of RS.

Biasing is better than pruning: The superior performance of biasing (RS_b and RS_bbf) over pruning (RS_p and RS_pbf) strategies can be explained by observing the correlation plots of RS run times obtained on the two machines, which are shown in the third column of Figure 3. Except for HP_L, the plots exhibit a high correlation across various problems. We observe that a large fraction of the high-performing code versions remain the same across Westmere and Sandybridge. Consequently, RS_b and RS_bbf benefit from this strong correlation by identifying the promising configurations and evaluating them first. On the other hand, the conservative pruning strategy does not result in significant speedups, which can be attributed to the cutoff parameter δ (= 20%).
Figure 3. Using Intel Westmere to speed the search on Intel Sandybridge.
Model-based is better than model-free: The advantage of the model-based (RSb) over the model-free (RSbf) variant is twofold. The adoption of the model enables RSb to identify promising configurations from a large configuration pool, which results in performance speedups up to 1.3X. The total search time required by RSb is shorter than that of RSbf because the former tries to evaluate only code versions with shorter run times.

We note that the run time correlation between machines is also affected by the problem being tested. Different problems stress different hardware components that may or may not be similar across machines. This dependence is evident in the correlation plot of ATAX, where there is a loss of correlation between poor performing variants. However, this lack of correlation alone does not affect our RSb and RSbf variants because the high-performing versions are strongly correlated.

From Table IV, we can also observe that data from Sandybridge can speed the search on Westmere. The search time and performance speedups range from 1.8X to 129X and 1X to 1.05X, respectively.

Sandybridge performance data can be used to speedup search on Power 7: Figure 4 shows the results on Intel Sandybridge and IBM Power 7. Despite the architectural differences, we observe a similar trend: RSb and RSbf are better than RS, RSb, and RSbf and the effectiveness of RS variants depends on the tested problems. RSb obtains search speedups between 15X and 109X and performance speedups between 1.0X and 1.3X (see Table IV). The dissimilarity between the two architectures is evident in the correlation plots. Despite low $\rho_p$ and $\rho_s$ values, the RSb variant performs well because the high-performing code versions are correlated across different platforms.

Approach fails on dissimilar machines: We used RS data from Intel Sandybridge to speedup search on ARM X-Gene for ATAX and LU. We were not able to collect data for all the problems since their run times or compilation times were too high on the ARM X-Gene given the same input size as on other architectures. We found that RS variants do not achieve any significant search time and performance speedups over RS.

We next focus on tuning on the Xeon Phi with Westmere and Sandybridge as source machines, where we use the Intel compiler (v15.0.1) with the -O3 optimization flag. For testing we used the MM, LU, and COR kernels compiled by Intel’s compiler with added OpenMP pragmas to take full advantage of the Xeon Phi. We set 8 threads for Sandybridge and Westmere, respectively, and 60 threads for the Xeon Phi.

The results are shown in Figure 5 and Table V. On MM, we did not get a clear trend because of out all the evaluated code versions, default one without any code transformation is the best on the Xeon Phi. It seems that the Intel compiler is performing all the required transformations and any additional transformations are detrimental to performance. The results on LU show that RSbf dominates RS and RSb. It obtains search-time speedups of 850X and performance speedup of 1.6X. However, on COR, although RSbf quickly identifies promising configurations, it eventually fails to outperform RS and RSbf in performance speedup. Furthermore, because of the adoption of the model, the overall search time of RSbf is shorter than that of all other variants. We observe a similar trend even when Westmere is used as a source.

VI. RELATED WORK

Using cross-architecture performance data to improve autotuning can be seen as a warm-start approach, a well-known technique to speedup numerical optimization algorithms (see, e.g., [35]). Any cross-architecture performance-projection approaches can be deployed within our proposed framework to speed search algorithms. GROPHECY [20] is a performance-projection framework that can estimate the

### Table IV

<table>
<thead>
<tr>
<th>Source</th>
<th>Westmere</th>
<th>Sandybridge</th>
<th>Power 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Westmere</td>
<td>1.04</td>
<td>28.92</td>
<td>1.05</td>
</tr>
<tr>
<td>Sandybridge</td>
<td>1.00</td>
<td>1.66</td>
<td>1.00</td>
</tr>
<tr>
<td>Power 7</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Prf.Imp and Srh.Imp denote performance and search time speedups respectively. A value is typesetted in bold when RSbf obtains better code variant in shorter search time than RS.

### Table V

<table>
<thead>
<tr>
<th>Source</th>
<th>Westmere</th>
<th>Sandybridge</th>
<th>Xeon Phi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Westmere</td>
<td>1.14</td>
<td>248.02</td>
<td>1.17</td>
</tr>
<tr>
<td>Sandybridge</td>
<td>1.44</td>
<td>650.53</td>
<td>1.63</td>
</tr>
<tr>
<td>Xeon Phi</td>
<td>1.44</td>
<td>349.02</td>
<td>1.34</td>
</tr>
</tbody>
</table>

See Note in Table IV for header and typeset explanation.
Figure 4. Intel Sandybridge used to speed the search on IBM Power 7.
performance of GPU implementations by analyzing their corresponding CPU code skeletons. Although the CPU to GPU code transformation is automatic, it relies on user-supplied code skeletons and analytical models of the target GPU. SKOPE [21] is an extension of GROPHECY to any type of architecture for which a user can supply a specific form of analytical model. PACE [25] is a performance-projection framework designed to guide and speedup code design and program scheduling for a targeted architecture. PACE uses a collection of analytical models for various components of an architecture’s hierarchy; these models can also be deployed within our framework. Other work in performance projection, such as [10, 8], can also be used within our framework.

The adoption of machine learning to improve the autotuning search has received much attention in recent years. Whether in an offline or an online setting, the focus in all these works is to use machine learning to search faster within a single machine. Examples include [13, 15, 11, 26, 16, 24, 4, 23, 19, 31].

A number of systems support the tuning of optimization parameters by means of search, but again they are restricted to single targeted machine. Such systems include Active Harmony [32] (integrated with the CHiLL loop transformation framework [12] to generate configurations), POET [34], Orio [17], Sequoia [28], the X-Language [14], and the approach in [22].

VII. CONCLUSION

We proposed a machine-learning-based approach to use performance data obtained from one machine to speed autotuning on another machine. The key aspect of the proposed approach consists of building a surrogate performance model from the performance data from one machine to bias the autotuning search toward promising parameter configurations on the target machine. The experiments on various machines...
and kernels showed that the proposed approach resulted in significant search time speedups.

Although Sandybridge and Power 7 are from different vendors, the promising configurations are similar. However, we did not observe such a trend on ARM. Quantification of the dissimilarity between source and target machines requires further investigation, and the proposed approach will greatly benefit from empirical methods that can assess the dissimilarity. Although the observed search time speedups are significant, the performance speedups are small because of the adoption of random search. We will test the proposed approach with other sophisticated search algorithms in order to achieve performance improvements. We will also investigate whether the proposed approach can be generalized for different input sizes, compiler settings, and applications.
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