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\section*{Abstract}
We present a novel high-order access dependencies-based model for efficient particle line computation in unsteady flow visualization. By taking longer access sequences into account to model more sophisticated data access patterns in particle tracing, our method greatly improves the accuracy and reliability in data access prediction. In our work, high-order access dependencies are calculated by tracing uniformly seeded pathlines in both forward and backward directions in a preprocessing stage. The effectiveness of our approach is demonstrated through a parallel particle tracing framework with high-order data prefetching. Results show that our method achieves higher data locality and hence improves the efficiency of pathline computation.

\section{Introduction}
Field line tracing is a fundamental technique in flow visualization and analysis. Various applications require massively tracing streamlines or pathlines, such as flow surface computation \cite{8}, finite-time Lyapunov exponent (FTLE) computation \cite{14}, and source-destination analysis \cite{16}. However, field line computation is both data- and computational-expensive, especially for large and complex unsteady flow data. The dominant cost in field line tracing is I/O, which may take up to 90\% time \cite{15}. The key to mitigating the data I/O burden is to improve the data locality, which has been studied extensively \cite{5, 3, 6}. One major solution is to incorporate data access patterns in field line tracing. In flow visualization, however, modeling data access patterns is challenging because they are implicitly determined by flow field features. The access patterns are regarded as random in most studies.

One approach to model data access patterns is using Markov chains. In stochastic models, the probability of accessing one block (chunk of data) depends only on the previously visited block. The first-order access patterns are recorded by calculating the state transition probabilities for each pair of blocks. Then in the field line tracing process, the next data accesses can be evaluated in advance according to which block the particle currently sits. This first-order Markov model was successfully applied to computational fluid dynamics (CFD) postprocessing for reducing data access time \cite{10}. Moreover, in flow visualization, a few attempts had been made to use this model for both streamline computation in steady flow fields \cite{5} and pathline computation in unsteady flow fields \cite{3, 13}, in order to predict data accesses and thereby improve data localities. The limitation of the Markov chain-based method is that the state may transit from one data block to various other data blocks, which means a particle may have various probabilities to access in the next step. As a result, determining the next data access is difficult because a lot of data blocks may be possible. In other words, accurate and reliable data access patterns cannot be achieved.

In this work, we introduce a novel access dependency model based on high-order Markov chains \cite{25}. The high-order access dependencies are calculated in order to improve the data localities and efficiency in the field line computation. Specifically, historical access information is taken into account in high-order access dependencies, which improves the prediction accuracy of the next data accesses. Different from the first-order access dependencies-based method commonly employed \cite{10, 5, 3, 13}, the prediction of the next data accesses relies on both current and several previously visited data blocks in our method. By incorporating historical data access patterns, the number of probabilities for the next data accesses is less, and the precision of each probability is higher. Hence, more reliable predictions of the next access patterns can be achieved during particle advection.

In our implementation, high-order access dependencies are computed in a preprocessing stage and are reusable for further pathline-based visualization tasks. The data is first partitioned into regular and small blocks. By uniformly seeding particles in each block, we perform a round of particle tracing in both forward and backward directions in the domain. The high-order access dependencies between data blocks are calculated based on the data access information recorded in these pathlines. To further explore the advantages of high-order access dependencies in pathline computation, we apply a task-parallel particle tracing framework with high-order data prefetching. In our work, the high-order access dependencies are organized together with corresponding data blocks. During particle advection, when a block is requested, the system precaches the blocks with higher probability to be visited in the immediate future. High-order access dependencies achieve higher prefetching accuracy and cache hit ratio, thus reducing I/O requests.

In the remainder of this paper, we review the background of this work in Section 2. In Section 3, the high-order access dependencies in unsteady flow fields are described in detail. Section 4 depicts the parallel particle tracing framework with data prefetching, which applies high-order access dependencies. Results are shown in Section 5 to demonstrate the effectiveness of our method. In Section 6, we present our conclusions and discuss future work.

\section{Background}
We summarize related work on advection-based flow visualization, data access dependencies in flow visualization, and parallel particle tracing and data prefetching in general.

\subsection{Advection-Based Flow Visualization}
Field line advection plays a vital role in flow visualization and analysis. Many flow visualization tasks require field line-based analysis, such as texture-based visualization \cite{17}, geometry-based visualization \cite{19}, and feature extraction and tracing in flow visualization \cite{24}. Based on different strategies of particle placement, these
visualization methods can be divided into two categories: full-range analysis and local-range analysis.

In full-range analysis, particles are seeded over the entire domain for exploring overview features of flow fields. Numerous applications, such as line integral convolution [2], unsteady flow LIC [26], and Lagrangian coherent structures extraction [9], are computed by densely seeding particles in the entire spatiotemporal domain. The computation in full-range analysis is always expensive because of tracing a large number of particles. In contrast, local-range analysis requires seeding particles in a local subdomain. Methods in this category are typically used to explore local features in flow fields, such as source-destination queries [16] and flow surfaces computation [8].

2.2 Data Access Dependencies in Flow Visualization

Based on the fact that certain data access patterns exist in particle advection, recent research has focused on the access dependencies among data blocks. The access dependency graph (ADG) [5] was proposed for file layout optimization of static flow field data. In ADG, each node represents a data block, and each direct edge between two nodes records the access probability for a particle seeded in one block traveling to the other block. Furthermore, ADG was extended to compute pathlines in unsteady flow field [3], as well as to effectively schedule particle seeds for efficient out-of-core FTLE computation [4]. Recently Guo et al. [13] introduced a novel advection-based sparse data management for efficient and scalable unsteady flow visualization based on data access dependencies. In that work, the access dependencies were learned and recorded as hints during particle tracing. This on-the-fly construction was also employed to build a probability graph that represents the successor relation of blocks for CFD datasets [10]. However, the access dependencies in these methods are all first order, and the predictions of data accesses are not accurate and reliable. More sophisticated access patterns exist in particle tracing. Therefore, our work also takes historical access information into account. By matching the high-order historical information of a pathline, next data accesses can be predicted with higher accuracy.

2.3 Data Prefetching and Parallel Particle Tracing

Our work is related to data prefetching, a widely used technique to improve the I/O access performance for particle tracing. The effectiveness of data prefetching depends on the predictions of next data accesses. In order to hide I/O latency for parallel applications, a pre-execution prefetching framework was also proposed [7]. Moreover, an I/O signature-based strategy [1] used a predetermined I/O signature generated automatically to guide prefetching and reduce the overhead of future I/O read prediction.

In order to efficiently generate high-order access dependencies, our method employs parallel computation in the preprocessing stage. Tracing particles in parallel is a common solution in visualizing large unsteady flow fields. There are three parallel strategies for parallel particle tracing: task-parallelism, data-parallelism, and hybrid-parallelism. The task-parallel methods focus on work-load estimation through various schedule strategies. Static work-load estimation [22] and dynamic load-balancing [20] were both well studied. In data-parallel methods, the strategies of data partitioning and distribution are dominant. Data can be partitioned based on flow features [6], over time steps [21], or be distributed by round-robin [23], hierarchical clustering [28]. Hybrid-parallel method that combines task- and data-parallelism was introduced recently in scalable stream surface computation for balancing work-load distribution [18]. Moreover, a MapReduce-like hybrid-parallel particle tracing framework, DStep [16], was proposed, which employs a two-layer synchronous communication to improve scalability. Further LASP [11] and eFLAA [12] redesigned the DStep framework [16] for Lagrangian-based attribute space projection and ensemble flow analysis, respectively. In this work, we modify the DStep framework [16] to generate high-order access dependencies, and we demonstrate their advantages in both full-range and local-range analyses by a task-parallel particle tracing framework with high-order data prefetching.

3 High-Order Access Dependencies in Unsteady Flow Field

The pipeline of our work is illustrated in Figure 1. In our approach, we first trace pathlines in a preprocessing stage in order to compute the high-order access dependencies. The raw data is partitioned into small blocks indexed by their spatiotemporal locations, which are also units in the computation of high-order access dependencies. For each block, the high-order access dependencies are computed according to the pathlines starting from this block. The data access patterns then are recorded in high-order access dependencies permanently.

The high-order access dependencies support more accurate predictions of next data accesses in pathline computation because of the higher data locality achieved. Many unsteady flow visualizations can take advantage of the computed high-order access dependencies. In this work, we apply a parallel particle tracing framework that performs high-order data prefetching for efficient pathline computation. When advecting pathlines, the next data accesses can be predicted and prefetched with higher accuracy compared with the first-order access dependencies-based method (called the first-order method for short). Details are described in Section 4.

3.1 Basics of High-Order Access Dependencies

The theoretical and mathematical foundation of high-order access dependencies can be modeled with a high-order Markov chain [25]. A Markov chain is a mathematical system that describes a series of states and the transitions from one state to another. The conditional probabilities associated with state transitions are called transition probabilities. For a high-order Markov chain, the next state not only depends on the current state but also relies on the past states. In our work, accessing one data block is called one data access, which is similar to the definition of a state in a Markov chain.

Suppose there are \( n + 1 \) data accesses, \( B_1, B_2, \ldots, B_n, B_{n+1} \). Among them, \( B_1, B_2, \ldots, B_{n-1} \) are the historical data accesses, \( B_n \) is the current data access, and \( B_{n+1} \) is the next data access. In previous methods based on first-order access dependencies [10, 5, 13], the next data access and historical data accesses are independent. The relationship between these data accesses is formulated as

\[
P(B_{n+1} = b \mid B_n = b_n, B_{n-1} = b_{n-1}, \ldots, B_1 = b_1) = P(B_{n+1} = b \mid B_n = b_n),
\]

which means that the next data access depends only on the current data access in first-order access dependencies. In high-order access dependencies, however, the historical data accesses are also taken into account to guide more accurate prediction of the next data access. Similar to transition relationships between states in a high-order Markov chain, we have the following equation for the \( m \)-th order access dependencies \((m > 1)\):

\[
P(B_{n+1} = b \mid B_n = b_n, B_{n-1} = b_{n-1}, \ldots, B_1 = b_1) = P(B_{n+1} = b \mid B_n = b_n, B_{n-1} = b_{n-1}, \ldots, B_{n-m+1} = b_{n-m+1}),
\]

which means the next data access is determined by both the historical \((m - 1)\) data accesses and the current data access.

Figure 2 illustrates the difference between a first-order and high-order (second-order in the figure) access dependency model. In the directed graphs, each node represents a data access, and each
access in the past, B achieves better efficiency than that of the first-order method. To further explore the high-order access dependencies, we consider node 5 in Figure 2(a). Node 4 is the next data access, and nodes 1, 2, and 3 are taken into consideration. If the historical data access history is node 3, we can consider just nodes 1 and 2 as the next possible data accesses and ignore node 3. If the historical data access is node 5, nodes 2 and 3 are taken into consideration while node 1 is ignored. The prediction accuracy is improved when integrating the historical data access information.

3.2 High-Order Access Dependency Definition

In high-order access dependencies, the next data access depends on both the historical data accesses and the current data access. According to Equation 1, we define one $m$th-order access dependency ($m > 1$) formally as

$$\{B_{p_{m-1}}, B_{p_{m-2}}, \ldots, B_{p_1}, B_c\} \xrightarrow{p} B_f,$$

(3)

where $B_{p_{m-1}}, B_{p_{m-2}}, \ldots, B_{p_1}$ are the $m - 1$ ($m > 1$) data blocks accessed in the past, $B_c$ is the current data block, and $B_f$ is the data block that may be accessed in the immediate future. $p$ is the access transition probability from $B_{p_{m-1}}, B_{p_{m-2}}, \ldots, B_{p_1}$, and $B_c$ to $B_f$, which generally represents the probability that a particle travels from $B_{p_{m-1}}, B_{p_{m-2}}, \ldots, B_{p_1}$ to $B_c$ to $B_f$. In other words, a high-order access dependency provides the prediction of the next data access with certain probability according to the historical and next data access information.

The number of high-order access dependencies for a data block is dominated by the variety of historical and next data access information. In the preprocessing stage, the high-order access dependencies of each data block will be computed.

3.3 High-Order Access Dependencies Computation

Given an unsteady flow data, the entire data domain is evenly partitioned into blocks, each containing an equal-size spatial range with sequential timesteps. Particles are uniformly seeded in different positions within each data block. Because the historical access information is also needed in high-order access dependencies, tracing particles along one direction all the time is no longer applicable. Instead, each particle is traced in both forward and backward directions starting from the same seed position. The corresponding pathline generated is called forward pathline and backward pathline, respectively. Step by step, forward pathlines are traced by increasing the time while backward pathlines are traced by decreasing the time. Figure 3 shows forward and backward pathlines. The forward and backward pathline seeded in the same position can be considered as one pathline that integrates both historical and next access information, as shown in Figure 3(c).

There are several strategies to reduce the preprocessing time when tracing pathlines. Because high-order access dependencies are generated according to the data access information recorded in pathlines rather than the pathlines themselves, we do not need to trace complete and accurate pathlines. For a forward pathline, when it travels from the originating block to next block, the advection is stopped, because we want to know only which is the next data access. For a backward pathline, the number of blocks it traveled should not be larger than the order of access dependencies which is specified in advance. During pathline tracing, the first-order Runge-Kutta (RK1) instead of an RK4 method can be used, and the step size can be set relatively larger.

Consider the current data block, all pathlines including forward and backward pathlines started from this block are gathered for the computation of corresponding high-order access dependencies. The data access information has been recorded in these pathlines. As illustrated in Figure 3(c), we merge each pair of forward and backward pathlines that are seeded in the same position to form a new pathline. For the merged pathlines, excluding the originating block, the data blocks accessed by corresponding backward pathlines are considered as the historical access information, while the blocks accessed by corresponding forward pathlines are seen as the possible access information in the immediate future.
In order to generate access dependencies with specified order \( m (m > 1) \), the merged pathlines with the amount of historical accessed blocks equal to \( m - 1 \) are taken into account. Because the historical access information of these pathlines may still be different, we cluster these pathlines into groups. For the pathlines in each group, the historical access information is the same, but the probabilities of the next data access may be various. Suppose there are \( n \) probabilities of the next data access in total, in our method, each possible next data access \( B_{kj} \) associated with the same access history \( B_{ip} \) (short for the sequence of \( B_{ip1}, B_{ip2}, \ldots, B_{ipk} \)) and current access \( B_k \) corresponds to one high-order access dependency. The corresponding access transition probability \( p_i \) is defined as the ratio between the number of pathlines traveling to this next block and the total number of pathlines traveling from the same historical blocks to all possible next blocks, formally

\[
p_i = \frac{N(B_{ip}, B_k \rightarrow B_{kj})}{\sum_{k=1}^{m} N(B_{ip}, B_k \rightarrow B_{kj})}, \quad i = 1, 2, \ldots, n. \tag{4}
\]

The computation of first-order and high-order access dependencies with a 2D example is shown in Figure 4.

In the preprocessing stage, the order is specified before tracing pathlines. To make full use of pathlines, we calculate all access dependencies with the order lower than the specified value, and we store them using the data structure implemented by Google protobuf library\(^1\). For example, if the order is set to \( m (m > 1) \), the access dependencies with order \( m, m - 1, \ldots, 1 \) are all computed. With this approach, the access dependencies with different orders can be employed in real applications after only one round of computation of a specified order. In the rest of this paper, the high-order access dependencies mean this kind of “accumulated” access dependencies unless otherwise noted. An example is shown in Figure 4(d).

3.4 Parameter Evaluation

Two important parameters influence the effectiveness of the generated high-order access dependencies. One is the block size. A suitable block size setting is important, because it may affect the prediction accuracy of high-order access dependencies and the cost in preprocessing. It also has strong effects on the number of I/O requests and the memory footprint in runtime applications. The second vital parameter is the order. Theoretically, it would be better to use a higher order to achieve more accurate prediction of next data accesses. However, the computation of higher-order access dependencies will induce a larger cost in the preprocessing stage. On the other hand, the prediction accuracy do not always increase as the order increases. Figure 5 shows the precision of predicting next data accesses tested by simple 2D synthetic flow data with a resolution of \( 70 \times 70 \) under different block size and order settings. The value of the prediction precision is calculated by dividing the total number of hit (i.e., correct prediction) blocks by the total number of blocks all particles have traveled when tracing pathlines randomly in the entire domain. With each block size setting, the precision increases as the order increases. But when the order is high enough, the precision becomes stable gradually because few particles have enough historical access information to contribute a higher precision. Therefore, it is important but also difficult to select a proper level of border for these parameters to balance the gain in prediction accuracy and the computational cost in real applications. This issue is discussed in Section 5.

4 Parallel Particle Tracing with High-Order Access Dependencies

We apply high-order access dependencies to parallel particle tracing to demonstrate the effectiveness of our method. The parallel computation framework is a modified version of Guo et al.’s work\(^1\), which employs a two-layer cache scheme for task-parallel pathline advection in an out-of-core manner with limited computing resources. In our work, high-order data prefetching is employed to improve I/O efficiency. The high-order access dependencies are calculated only in the preprocessing stage. No access dependencies will be newly generated during runtime pathline advection, unlike Guo et al.’s work\(^1\).

4.1 Structure of Data Entry

The high-order access dependencies constructed in the preprocessing stage are independent of the storage of data. When performing data prefetching, the data and the high-order access dependencies are both required. To avoid accessing them in different files, we integrate high-order access dependencies into data blocks during data partition in the application of parallel particle tracing.

In our method, each block corresponds to a data entry in the storage. The data entry maintains the information of the block itself and the high-order access dependencies associated with it. Formally, based on the traditional model of key-value store, the structure of each data entry is organized as \(<\text{key, value, dependencies}>\), where key and value represent the spatiotemporal index and the actual data of corresponding block, respectively. In a data entry, dependencies consists of the high-order access dependencies associated with the corresponding block.

According to Equation 3, each \( m \)-th order access dependency \( (m > 1) \) in dependencies that is associated with the data en-

\(^1\)http://code.google.com/p/protobuf

Figure 5: Prediction precision of next data accesses under different block size and order settings using simple 2D synthetic data.
try indexed by a key can be formulated as

\[ \{ key_{m-1}, \ldots, key_2, key_1, key \} \xrightarrow{p} key', \]

where \(key_{m-1}, \ldots, key_2, key_1\) are the indices of the \(m-1\) historical accessed data blocks, \(key'\) is the index of the data block possibly accessed next, and \(p\) is the access transition probability. Because the same historical access information may correspond to various probabilities of the next data access, the \(m\)th-order access dependency \((m > 1)\) can be further expressed as

\[ \{ key_{m-1}, \ldots, key_2, key_1, key \} \rightarrow key'_1, key'_2, \ldots, key'_n, \]

where \(key'_1, key'_2, \ldots, key'_n\) are the indices of the \(n\) probabilities of data blocks that may be accessed next. For convenience, these keys are sorted in descending order of access transition probability. In dependencies of each data entry, all associated access dependencies are structured by using an unordered map for fast retrieval.

4.2 Runtime Data Prefetching

In runtime applications, particles are assigned evenly to processes and are advected in a task-parallel mode. Each process maintains a cache with least-recently used (LRU) policy, and only key and value parts of data entry (i.e., the own information of data block) are kept in the cache. During pathline computation, the corresponding data is loaded on demand from the disk according to the block that the particle currently sits. When loading a data entry that is not in the cache, a prefetch request is issued. By using the exact historical data accesses of the particle to match the high-order access dependencies in dependencies of the loaded data entry, the indices of data blocks that have a higher access transition probability than others are found. These blocks are considered as the next possible accessed blocks and are then prefetched together at a time. In practice, a particle may not have enough historical data accesses to match the access dependencies with the specified order. In this case, we use the whole historical access information to do the matching. When the number of historical data accesses is equal to or larger than the order, we use the latest access information. The number of historical data accesses used is always controlled to be no more than the order. This is also the reason that we compute all access dependencies with the order lower than a specified value in the preprocessing stage.

We can specify the maximum depth of prefetching in order to prefetch multiple data blocks at a time for the next few advection steps rather than just one step in the immediate future. The data entries are prefetched recursively by a breadth-first search according to the high-order access dependencies in dependencies. The prefetched result at the lower prefetching depth level is taken as a part of new historical access information to guide the prefetching at the higher prefetching depth level. On the other hand, according to Expression 6 that there may be more than one possible data blocks to be accessed next, we can also prefetch multiple data blocks with higher probability than others at each prefetching depth level. So a prefetch request actually consists of two parameters, i.e., the prefetching depth \(D\) and the number of blocks prefetched at each prefetching depth level \(N\). The total number of blocks prefetched at a time for a prefetch request is the product of these two parameters, i.e., \(D \times N\). Figure 6 shows an example of high-order data prefetching. In this example, only one block with highest probability is prefetched at each prefetching depth level. Theoretically, in order to ensure that the required data is hit, prefetching more blocks seems to be necessary. However, loading too much data at a time will incur a large number of I/O requests and decrease the data usage because of the finite-size memory in each process. In Section 5, we evaluate and discuss these parameters.

5 RESULTS

In this section, we present the evaluation results. Two datasets are used: Isabel (Figure 7(a)) and GEOS-5 (Figure 7(b)). The Isabel data is a hurricane simulation from the National Center for Atmospheric Research in the United States. The spatial resolution of this dataset is \(500 \times 500 \times 100\), which covers a physical range of \(2,139 \text{ km} \times 2,004 \text{ km} \times 19.8 \text{ km}\). There are 48 timesteps, which are hourly saved in separated files. The GEOS-5 simulation is an atmospheric model from the NASA Goddard Space Flight Center. This model has a spatial resolution of 1\(^\circ\) × 1\(^\circ\) with 72 vertical pressure levels ranging from 1 atm (near to the terrain surface) to 0.01 hPa (about 80 km). The output of this model consists of 24 monthly averaged simulation results from January 2000 to December 2001 and is stored in hybrid-sigma pressure grid.

We test the performance and scalability on a cluster with a parallel computing environment. The platform consists of eight computing nodes, one I/O node, and a RAID6 disk array that includes sixteen 2TB HDDs. Each computing node is equipped with two Intel Xeon E5520 CPUs (operating at 2.26GHz) and 48GB RAM. A Lustre parallel file system is shared by the I/O node to the computing nodes. The intercommunication link between nodes is InfiniBand QDR, which has a 40Gbps theoretical bandwidth.

5.1 Preprocessing

In the preprocessing stage, we calculate high-order access dependencies by employing a redesigned MapReduce-like parallel com-
putting framework [16]. For each dataset, a block is set to contain 8 × 8 × 8 × 1 cells (9 × 9 × 9 × 2 grid size). Seeds are placed per 2 × 2 × 2 × 1 grids in each block. Table 1 shows the preprocessing performance of both datasets with 64 processes, including the storage overhead and time cost for the computation of access dependencies with different orders. The number of access dependencies directly relates to the number of blocks and the characteristics of flow field. As mentioned in Section 3.3, it is unnecessary to trace complete and accurate pathlines, which largely reduces the cost in the preprocessing stage. Note that the preprocessing is done only once for each dataset, and the generated high-order access dependencies are reusable for further various applications of pathline tracing.

### 5.2 Runtime Performance

In our experiments, both full-range and local-range analyses are performed on two datasets by using the parallel particle tracing framework. The cache in each process is set to 1GB, which can accommodate 61,624 Isabel blocks and 45,996 GEOS-5 blocks, respectively. For prefetching parameters, we choose the prefetching depth as two for Isabel and five for GEOS-5 because of different data properties, and the number of blocks prefetched at each prefetching depth level is evaluated. We explore the benefits of high-order (second-, fourth-, and sixth-order) access dependencies in parallel pathline computation and compare them with two baseline methods: the first-order method and the method without data prefetching.

#### 5.2.1 Full-Range Analysis

The full-range analysis gives an overview distribution of the flow field. Because particles are uniformly seeded over the entire field, the I/O requests in the full-range analysis are always intensive. We place 6,250 seeds evenly in the domain and advect particles for each dataset. Initially, we specify the number of blocks prefetched at each prefetching depth level as one, which means the data block with highest probability will be selected.

The performance results under different numbers of processes are displayed in Figure 8(a) and 8(b). The scalability is shown to be good as the number of processes increases. For both datasets, we can clearly see that the running time decreases as the order increases, which demonstrates that the high-order method achieves better efficiency. We can also observe that the improvement rate of efficiency decreases gradually when the order changes to be higher. The result is compatible with the discussion in Section 3.4 that the prediction precision becomes stable as the order increases to a certain level. In this experiment, the optimal order for Isabel is sixth. For GEOS-5, the curves that represent the fourth- and sixth-order methods almost coincide with each other. Considering the preprocessing cost, the fourth-order method is determined to be optimal for this dataset.

For further exploration, we compare the usage of prefetched data between different-order methods. The data usage is the percentage of prefetched data that is really used. With higher data usage, less data will be loaded because the data is more likely to be used instead of being replaced by new data. Therefore, the data usage has great impact on the I/O cost. Figures 8(c) and 8(d) show that using higher-order access dependencies achieves higher prefetched data usage. As a result, for Isabel, compared with the first-order method that loads around 0.38 million data entries, the highest-order method saves about 15% data entries to read from the storage. Thus, our method can reduce I/O requests, and improve the efficiency of pathline computation.

From these results, we notice that the improvement of performance and data usage from the first-order method to higher-order method for GEOS-5 is not as significant as that for Isabel. In the best case, the sixth-order method saves 31.1% and 55.6% time for Isabel compared with the first-order method and the method without data prefetching, respectively. The corresponding time savings for GEOS-5 are just 16.5% and 25.4%. Actually, the effectiveness of high-order access dependencies largely depends on the variety

![Figure 8: Running time and data usage of full-range analysis with different numbers of processes. Here the number of blocks prefetched at each prefetching depth level is initially specified as one.](image)

![Figure 9: Running time and data usage of the sixth-order method in full-range analysis when the number of blocks prefetched at each prefetching depth level N is different.](image)
of historical access information. If pathlines started from one data block always share common historical data accesses, there will be no distinction between the first-order and high-order access dependencies which are generated according to these pathlines. In our experiments, the number of high-order access dependencies generated from GEOS-5 is much less than that from Isabel. This is also the reason that the difference of data usage for GEOS-5 between first-order and higher-order methods is small, as shown in Figure 8(d).

We also compare the timings and data usage of prefetching different numbers of blocks at each prefetching depth level. Figure 9 shows the corresponding results of the sixth-order method. We can see that the performance and data usage of prefetching multiple blocks at each prefetching depth level are even worse than that of prefetching one block for both datasets. The reason is that at each prefetching depth level, only one data block is required for the next advection of a particle. Prefetching more blocks will induce larger number of I/O requests and much lower data usage, therefore reducing the efficiency of the pathline computation. So for the number of blocks prefetched at each prefetching depth level, the optimal value is one.

5.2.2 Local-Range Analysis

The local-range analysis provides a local visualization and analysis for flow fields, which is typically used in source-destination queries [16]. Different from full-range analysis, particles are required to be seeded in a specified spatiotemporal domain, thus increasing the probability of particles passing through the same data blocks during advection. In our experiment, we randomly select a region and trace 4,096 pathlines starting from this region for each dataset. We use the same prefetching strategy initially as in the full-range analysis.

Figure 10 shows the performance results with different numbers of processes. Similar to the results shown in Section 5.2.1, our method always achieves higher performance compared with the first-order method and the method without data prefetching. As shown in Figure 11, for local-range analysis, prefetching more than one blocks at each prefetching depth level also decreases the data usage and is infeasible for improving the efficiency. In this experiment, the optimal order is also sixth for Isabel and fourth for GEOS-5.

We can also see that the improvement of performance and data usage in Figures 10(a) and 10(c) is smaller than that in Figures 8(a) and 8(c). For example, with 8 processes, the full-range analysis of Isabel saves 26.2% time in the sixth-order method compared with the first-order method, whereas the local-range analysis saves only 20.2% time. The corresponding increases of data usage are 19.2% and 11.1%, respectively. Unlike full-range analysis that spreads particles over the entire domain, in local-range analysis particles are originated from a local region and advected in a relatively concentrated area. Usually, the data prefetched inaccurately by one particle is more likely to be used by other neighboring particles before being dumped. Hence, the efficiency of the high-order method in local-range analysis is not as significant as in full-range analysis. This is always reasonable (e.g., in the experiments of Isabel). However, for datasets with less dispersive flow characteristics to generate enough valuable high-order access dependencies, this difference between full-range and local-range analyses is not so apparent, as shown in Figures 10(b), 10(d) and Figures 8(b), 8(d) for GEOS-5.

5.3 Discussions
By taking the historical access information into account, high-order access dependencies enable more accurate predictions of data access patterns than the first-order access dependencies. With higher data locality achieved by high-order access dependencies, pathline computation for various visualization applications becomes more efficient. In our experiments, both full-range and local-range analyses can benefit from high-order access dependencies and achieve higher performance than the first-order method does.

In addition to the impact of the dataset itself on high-order access dependencies, there are two other limitations in our work. First, in order to obtain more comprehensive high-order access dependencies, the preprocessing stage requires tracing a large number of pathlines uniformly in the domain, which makes it time-consuming. For large-scale unsteady data, preprocessing will spend even more time. Therefore, better seeding strategies that sample smaller number of seeds while maintaining the effectiveness of high-order access dependencies are worth further study.

The second limitation concerns the selection of parameters. The block size and prefetching depth are two parameters that impact the performance of our experiments. As mentioned in Section 3.4, achieving optimal parameter settings is difficult. Because we focus on the analysis of fractal flow patterns, the block size should not be
too large. However, the block size should also not be too small. A smaller block size setting leads to a larger number of blocks partitioned, which greatly increases the time and storage costs in the preprocessing stage. For the prefetching depth, a large value results in overwhelming the bandwidth [27, 13]. In addition, because data blocks are prefetched recursively based on previous predictions, the accuracy will decrease gradually as the prefetching depth increases. In our experiments, we empirically choose different parameter settings for the two datasets according to the data properties. We will study the parameters and their relationship to further improve the efficiency of high-order access dependencies.

6 Conclusions and Future Work

In this work, we exploit the advantages of high-order access dependencies for efficient unsteady flow visualization. The historical access information is integrated to support more accurate predictions of data access patterns, thus greatly improving the data locality. We apply high-order access dependencies to a parallel particle tracing framework with high-order data prefetching for pathline computation. Results demonstrate that our method achieves better efficiency in both full-range and local-range analyses than the first-order access dependencies-based method does.

We would like to extend our work to support irregular and unstructured grid data for more complex visualization tasks. Currently, the high-order access dependencies are directly associated in data blocks that are stored in random order. To achieve better I/O efficiency, we would like to reorganize the data according to the high-order access dependencies for sequential data access.
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