MACORD: Online Adaptive Machine Learning Framework for Silent Error Detection
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Abstract—Future high-performance computing (HPC) systems with ever-increasing resource capacity (such as compute cores, memory and storage) may significantly increase the risks on reliability. Silent data corruptions (SDCs) or silent errors are among the major sources that corrupt HPC execution results. Unlike fail-stop errors, SDCs can be harmful and dangerous in that they cannot be detected by hardware. To remedy this, we propose an online Machine-learning-based silent data CORruption Detection framework (abbreviated as MACORD) for detecting SDCs in HPC applications. In our study, we comprehensively investigate the prediction ability of a multitude of machine-learning algorithms and enable the detector to automatically select the best-fit algorithms at runtime to adapt to the data dynamics. Because it takes only spatial features (i.e., neighboring data values for each data point in the current time step) into the training data, our learning framework exhibits low memory overhead (less than 1%). Experiments based on real-world scientific applications/benchmarks show that our framework can elevate the detection sensitivity (i.e., recall) up to 99%. Meanwhile the false positive rate is limited to 0.1% in most cases, which is one order of magnitude improvement compared with the latest state-of-the-art spatial technique.

I. INTRODUCTION

High-performance computing (HPC) systems grow very fast with respect to execution scales because of the looming end of Moore’s law on integrated circuits, and they are expected to have billions of processing elements in the near future. Error rates dramatically increase because of the growing system complexity that also is coupled with associated thermal and power challenges. Therefore, fault tolerance is becoming an even more important concern for HPC community than ever before. Silent data corruptions (SDCs) or silent errors are among the most significant impacting the fault tolerance of HPC executions. Unlike fail-stop errors, SDCs refer to any unexpected errors that may corrupt the execution results yet cannot be detected by hardware or applications during the execution of applications. Consequently, effective detection of SDCs is critical for guaranteeing the correctness of the HPC application results.

In this work, we propose a novel, efficient SDC detection framework, namely MACORD, which is built upon supervised machine learning algorithms that can be applied online with little memory and execution overhead. The detection involves the following two critical steps: (1) predict the values for each data point using our adaptive learning framework and (2) check the observed value for each data point to see if it falls inside the confidential value range.

MACORD is adaptive, automatic, and extensible in terms of user’s demand on detection conditions such as tolerable prediction error. Most importantly, MACORD is an online framework. In the first step toward constructing this framework, we consider 11 state-of-the-art supervised learning algorithms for SDC detection. Then, we conduct a performance analysis of those algorithms. Based on the results, we select five algorithms that could be applied online at runtime (Section III). In the next step, we construct the main algorithm of MACORD which dynamically selects the best of those five algorithms for SDC detection. Unlike our previous work SSD [30] that uses a fixed learning algorithm, our new solution adopts an online, adaptive, extensible framework that can automatically select the best-fit learning algorithm at runtime according to the dynamically observed data. In addition to the learning algorithms explored in this work, MACORD can be extended with more online-applicable algorithms, or more detection conditions to adapt to new user demands.

To minimize the memory overheads, MACORD adopts spatial regression that uses neighboring data points instead of a time-series-based prediction method that suffers from relatively high memory overhead. Temporal techniques such as AID [9] maintain typically four recent data values for each data point in the data prediction, which means 400% memory overhead in terms of application state data to protect. As indicated in [9], the overall memory cost compared with the total application’s memory usage can be more than 50% [9] in some cases. In absolute terms, our solution incurs less than 1% of memory overhead compared with the application
Because of our adaptive design, MACORD’s detection ability increases significantly. It also benefits from elaborate analysis of the data’s spatial features, i.e., smoothness of the neighboring data. Considering the detection ability, performance, and memory overheads, MACORD achieves one order of magnitude less false positive rate compared with the state-of-the-art techniques while achieving low execution/memory overheads (Section IV).

To design and implement our data analytic SDC framework, we must resolve two significant challenges. On one hand, it is fairly non-trivial to design a set of effective, generic data prediction algorithms because of the diverse features of prediction algorithms. In particular, we need to check which supervised learning algorithms can be applied online and what metrics can be used for dynamic selection of the best-fit algorithm. On the other hand, it is challenging to optimize the trade-off between the low false positive rate and high recall because the data are diverse with applications and dynamic over time. In addition, the detection range formulation must be generic enough to fit as many HPC applications as possible. We tackle the first challenge by analyzing the training cost of different algorithms and the performance of algorithms under different metrics. For the latter challenge, we formally and carefully define and test the detection range based on dynamic behavior of data values during application computations.

In this work, we devise a novel, efficient SDC detection framework with extensive evaluation over four different error distributions and 11 real-world HPC applications from various domains. Our main contributions are summarized as follows:

- We design an online spatial adaptive SDC detection framework for HPC applications. To the best of our knowledge, this is the first learning-based scheme leveraging different supervised learning algorithms to find the best-fit algorithm in detecting SDCs for HPC applications. Our work verifies that incorporating only spatial features using multiple machine learning algorithms can achieve high SDC detection ability.
- We carefully investigate the effect of various detection ranges and different parameters values to optimize the detection ability, based on 11 real-world HPC applications.
- We evaluate MACORD using 11 real-world HPC applications and compare it with the state-of-the-art spatial SDC detector SSD [30] and AID [9] with four error distributions. Experiments show that MACORD can get the detection sensitivity (i.e., recall) up to 99% while suffering only 0.1% of false positive rate in most of cases. Our framework achieves one order of magnitude less false positive rate compared with SSD.

### II. BACKGROUND: SUPERVISED LEARNING ALGORITHMS

Formally, machine-learning-based modeling can be described as follows: given a set of training points \((x_i, y_i)\), for \(x_i \in T \subset D\), where \(T\) is a set of training points, \(D\) is the full data set, and \(y_i = f(x_i)\) are input and the corresponding output, respectively. Regression modeling attempts to find a surrogate function \(h\) for the unknown function \(f\) such that the difference between \(f(x_i)\) and \(h(x_i)\) is minimal for all \(x_i \in T\) (and, ideally, minimal for all \(x_i \in D\)).

Here, the linear equation is obtained by minimizing the sum of the squares of the differences between observed values in the training set and the corresponding values provided by the model.

**K-nearest-neighbor (K-NN)** regression [3] consists of finding \(K\) nearest training points in the input space for a given prediction point and returning the mean of the corresponding \(K\) outputs as the predicted value. Typically, \(K\) is a parameter and Euclidean distance metric is used to determine the nearest neighbors.

**Decision tree (DT)** regression belongs to the class of recursive partitioning methods [22]. These methods recursively partition the multi-dimensional input space of training points into a number of hyper rectangles such that input configurations with similar outputs fall within the same rectangle. The partition gives rise to a set of if-else rules that can be represented as a decision tree. For each hyper rectangle, a constant value is assigned—typically this is an average over the output values that fall within the given hyper rectangle. Given an unseen input, the algorithm uses the if-else rule to find the leaf and returns the corresponding constant value as the predicted value.

**Linear regression (LM)** tries to fit \(h(x)\) by fitting a linear equation to \(T\). It takes a linear functional form \(h(x) = c + \sum_{i=1}^{M} \alpha^i \times x^i\), where \(c\) is a constant and \(\alpha^i\) is the coefficient of the input \(x^i\). Training the model consists in finding appropriate value of \((c, \alpha^i)\) using the method of least-squares [3].

**Support vector machines (SVR)** [27] are mainly useful for nonlinear regression. They project the input space of the training points into a higher-dimensional feature space and perform linear regression in that space. The main idea is the so-called kernel trick, in which a kernel function is used to perform operations required for regression in the input space, avoiding feature space projection and high dimensional regression, which are computationally expensive. Training consists of solving a quadratic programming problem and using a kernel to compute the influence of neighbor points. **Ada boost regressor (AB)** [12] build trees iteratively such that the current tree is fitted to correct the errors of the previous trees. The particularity of ada boosting consists in adaptive weighted training set: after each tree fit, each point in the training set is assigned a weight proportional to the
current training error. At each iteration, a tree is assigned a coefficient such that the training error of the tree is minimized. Given a new unseen input, each tree predicts a value and weighted average of all predictions gives a final predicted value.

**Gaussian process regression (GP)** [23] adopts a kernel function to measure the similarity between the given unseen point and performs interpolation using similar observations in the training data. The method assumes that the training points are sampled from a multi-variate Gaussian distribution, and uses the points in the training data to adopt the parameters of the distribution. The advantage of the method stems from the Gaussian distribution defined on the data with which we can estimate confidence intervals for each predicted value.

**Stochastic gradient boosting (SGB)** [13] is similar to ada boost regressor, in which trees are built sequentially but on a random subset of the training points. The main difference is that the error of the previous tree is used as the negative gradient of loss function being minimized.

**Random forest (RF)** [4] regression uses a collection of decision trees but for each tree generation, the algorithm takes a subsample of random points from the given training set. Due to the randomness in the sampling, each subsample differs from each other. Given that each individual tree is build on the subsample, it can differ significantly from other trees. For a given unseen input, each tree can make a prediction with respect to its own subsample. The effectiveness of this method comes from the aggregation of predicted output values from different trees.

**Extremely randomized trees (ET)** [4] is a variant of random forest regression. In this variant, threshold value for the input space partition is computed adaptively to improve the predictive accuracy and to control over-fitting.

**Bagging (BR)** [4] is another variant of random forest regression. While random forest randomly selects a subset of inputs, bagging regressor considers all the inputs for partitioning the input space.

**Symbolic regression (SYM)** [17] deterministically generates white-box models for a given regression problem while minimizing training error and model complexity. It uses a well-known machine learning technique, pathwise regularized learning, to prune a set of candidate basis functions down to a set of compact models.

### III. Designing the MACORD Framework

In this section, we present the design of our automatic learning framework MACORD. We first present the formalization of our detection range. Then, we discuss the design of our main algorithm and detail our implementation.

#### A. Formalizing the Detection Model

Our detection model is formalized with the parameters in Table I. The detection radius \( \rho(t) \) for a state variable is given by

\[
\rho(t) := (\eta(t) + 1)(\theta r(t) + \xi(t - 1)),
\]

where \( \xi(t - 1) \) is the maximum prediction error at time step \( t-1 \) and \( r(t) \) is the range of the observed values.

This formula is designed such that, when a false positive is encountered, the detection range should be enlarged to minimize subsequent false positives. The impact error bound signifies the error amount that can be safely ignored. The additive term \( \xi(t - 1) \) accounts for the evolution of application data values. The detector checks each data point at each application iteration. The normal value range is defined as \([X(t) - \rho(t), X(t) + \rho(t)]\). An error is detected when the observed value falls inside the normal range.

#### B. Overall Detection Algorithm

To design our main algorithm, we need to select the learning algorithms that can be applied online. We adopt machine learning techniques and also explore symbolic regression [17] as a subset of generic programming. We perform a cost analysis on a wide range of algorithms to determine which ones can be applied online. Figure 1 shows our analysis. The y-axis is in log scale, and shows average training cost in seconds of the corresponding algorithm. From the results, we can observe that K-NN, DT, LM, SVM, and AB can be adopted for online SDC detection because their training costs are significantly lower than other learning algorithms. Therefore, we have selected those five algorithms to be included in MACORD as subdetectors. Considering the other analyzed learning algorithms, the higher training cost of SGB, RF, ET, and BR can be attributed to the ensemble nature of these methods, where several trees are combined to improve generalizability and robustness at the expense of training time. Although AB is an ensemble approach, the low training cost stems from the simple reweighing mechanism to correct the errors. The higher cost of GP is due to the expensive inverse operation on the covariance matrix existing in its algorithmic structure. The cost of SYM is the highest because it tries to find a set of white box models when performing a single regression operation. Although we analyze 11 state-of-the-art learning algorithms, we note that our framework is extensible because any new online-applicable algorithm can be directly added to it. (with or without removing another algorithm).
After determining the set of subdetectors (or candidate learning algorithms), we are ready to design the adaptive SDC detection algorithm. During the execution of a parallel application with multiple running processes (or ranks), our detection function is called after the computational phase of the application in each iteration. Algorithm 1 summarizes the detection algorithm for a single process at each iteration. At the beginning, the value range of each state variable is aggregated among processes to compute the impact error bound (see lines 2-3 in Algorithm 1). Then, the candidate learning algorithm with the smallest absolute prediction error, i.e., \( |V(t) - X(t)| \), is selected as the best-fit detection algorithm for a period of iterations (line 7 in Algorithm 1). After, the selected algorithm is trained based on the neighboring points of each of the target data points (line 9). Such spatial training leads to a model of the computation, with which the detector can predict a value for each data point (line 11). The prediction values and computed radius are used to calculate the normal range. Finally, the observed value for each data point is checked if it is in the normal range (line 12-16). If not, the current time step will be considered with SDCs.

**Takeaway-1:** Only a subset of learning algorithms can be utilized online for SDC detection. Most of the algorithms are too costly to be applied online.

### IV. Evaluation

Our MACORD framework evaluation is threefold. First, we evaluate the false positive rate (FP-rate) and detection sensitivity (recall) of MACORD. Moreover, we compare the detection results of MACORD with those of the SSD algorithm [30] and AID [9]. Second, we evaluate the performance of subdetectors in detail. Third, we evaluate the computation and memory overheads of MACORD in comparison with SSD. We first discuss the experimental setup and then present the experimental results.

#### A. Experimental Setup

We perform our experiments on the Marenosum Supercomputer [1] hosted at Barcelona Supercomputing Center. Table II shows the applications used in our evaluation from the FLASH package [14], the Nek5k package [18], and a customized stencil application (heat distribution) [21]. For each application, we protect the state variables, which are checked at every main iteration of the applications. Experiments are performed over 1000 iterations. When assessing the detection sensitivity, we use the relative impact error bounds recommended in [9]. In particular, we set \( \theta \) to 0.0001 for Blast2, and 0.00078125 for the other benchmarks, because this setting can guarantee that the maximum deviation propagated based on the data sets with undetected errors is always under 5\% of the global value range for the whole remaining execution period. We inject errors according to the distribution that the data of state variables would be propagated based on the data sets with undetected errors is always under 5\% of the global value range for the whole remaining execution period. We inject errors according to the distribution that the data of state variables would be propagated based on the data sets with undetected errors is always under 5\% of the global value range for the whole remaining execution period.

![Performance Cost Analysis](image)

**Figure 1.** Performance cost analysis for different learning algorithms: K-nearest neighbor (K-NN), decision tree (DT), linear regression (LM), support vector regression (SVR), ada boosting (AB), Gaussian processing (GP), stochastic gradient boosting (SGB), random forest (RF), extremely randomized trees (ET), bagging regressor (BR), and symbolic regression (SYM).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Learning Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN</td>
<td>[12]</td>
</tr>
<tr>
<td>DT</td>
<td>[13]</td>
</tr>
<tr>
<td>LM</td>
<td>[14]</td>
</tr>
<tr>
<td>SVR</td>
<td>[15]</td>
</tr>
<tr>
<td>AB</td>
<td>[16]</td>
</tr>
<tr>
<td>GP</td>
<td>[17]</td>
</tr>
<tr>
<td>SGB</td>
<td>[18]</td>
</tr>
<tr>
<td>RF</td>
<td>[19]</td>
</tr>
<tr>
<td>ET</td>
<td>[20]</td>
</tr>
<tr>
<td>BR</td>
<td>[21]</td>
</tr>
<tr>
<td>GP</td>
<td>[22]</td>
</tr>
<tr>
<td>SYM</td>
<td>[23]</td>
</tr>
</tbody>
</table>

**Algorithm 1: Online Adaptive Learning Framework**

**Data:** Current step \( t \), data value \( V(t) \), relative error bound \( \theta \)

**Data:** Algorithm set \( AS={a_1,a_2,...,a_n} \)

**Result:** Boolean indicating whether SDC is present

```c
begin
    Compute range \( r(t) \) periodically done /*
    \( \rho(t) \leftarrow \text{calculateRadius}(\xi(t-1), \eta(t), \theta r(t)) \)
    isDetected \leftarrow \text{false}
    counter++
    if \((\text{counter} \mod \text{period} == 0)\) then
        chosen_alg \leftarrow \text{SelectAlgorithmBasedOnAMetric}(AS)
    end
    chosen_alg.TrainWithNeighboringPoints()
    for (each data point) do
        \( X(t) \leftarrow \text{chosen_alg.Predict}(t) \)
        isDetected \leftarrow \text{checkInRange}(\rho(t), X(t), V(t))
        if (isDetected) then
            Trigger some operation for data recovery
            break
        end
    end
end
```

Table II

**APPLICATIONS USED IN EVALUATION**

<table>
<thead>
<tr>
<th>Name</th>
<th>Package Name</th>
<th>Package</th>
</tr>
</thead>
<tbody>
<tr>
<td>HeatDistribution [21]</td>
<td>customized</td>
<td></td>
</tr>
</tbody>
</table>

---

1. This content is a simplified representation of the original text, focusing on key points and eliminating excessive technical detail. It is intended to facilitate understanding and discussion rather than serving as a direct source for research purposes.
as training sets. We report 2-neighbor results. The other results are similar. For each application, all state variables are protected in our experiments.

As we have no information about how silent errors will exhibit themselves, we use four different error distributions (shown in Figure 2) to cover reasonable scenarios that may occur in the future HPC systems and to assess our framework’s performance. These are two beta, normal and uniform distributions.

B. Experimental Results

1) False Positive Rate and Sensitivity: Figure 3 shows the cumulative distribution functions (CDFs) of the false positive rates (FP-rate) under MACORD, as well as AID and SSD. The results are collected by running applications on 128 processes. The FP-rate is defined as the number of false positive iterations (iterations with at least one false positive detected) over the total number of iterations. The FP-rate is especially useful in assessing a detector’s precision. As shown in the figure, MACORD not only outperforms SSD but also achieves one order of magnitude less false positive rates in most cases. The main reason MACORD outperforms SSD is twofold: (1) more precise data prediction (to be shown later) and (2) more accurate detection range estimated. Moreover, in particular, MACORD achieves an FP-rate close to 0.1% on average. MACORD performs a little better than AID, which incurs additional memory penalty due to taking and maintaining snapshots.

Figure 4 presents the CDFs of the detection sensitivity (recall) for the benchmarks. Recall is defined as the fraction of the true positives detected over all SDCs experienced or injected. Our novel generic algorithm achieves more than 90% and up to 99% recall as SSD with error distributions other than Beta 1-10. This distribution injects errors sparsely. As a result the recall is lower than that of other distributions. As far as recall results are considered, AID, SSD, and MACORD performs similarly. 

2) Subdetector Performance and Metric Analysis: Figure 5 shows representative figures (from different distributions and benchmarks) highlighting two important quantitative aspects. First, it shows the percentage of time a subdetector achieves minimum prediction error. Second, when achieving minimum prediction error, it shows the percentage of time that the subdetector was the only detector to achieve the minimum prediction error. Hence, there are two important observations. First, all algorithms achieve the uniquely minimum prediction error in some cases. Second, the subdetectors more or less contribute to the main algorithm computation and are being selected by MACORD.

The dynamic selection of subdetector algorithms in MACORD is performed based on prediction error. However we evaluate different metrics. These include the well-known assessment metrics, such as root mean square error, mean absolute error, and root mean square error deviation. We evaluate the metrics in both error-free executions and faulty executions with both single- and multi-bit injections. However, we did not observe any tangible effect of the metric in either execution types. Thus, our conclusion is that different metrics do not seem to effect MACORD’s performance.

3) Computation Overheads: It has been reported that SSD [30] has 5% computation overhead on average with 1,024 cores. A single SSD run takes about 5 × 10^{-4} seconds on average. For MACORD, a single run of support vector regression takes about 5 × 10^{-4}, boosting takes about 9 × 10^{-4}, nearest neighbor takes about 7 × 10^{-5}, decision tree takes about 9 × 10^{-5}, and linear regression takes about 2 × 10^{-4} seconds on average. This makes a total about less than 16 × 10^{-4} seconds and average of 3 × 10^{-4} seconds, which is less than a single run of SSD. Because we periodically select the best-fit algorithm every 10 iterations, per iteration it amortizes about 1,5 × 10^{-4} seconds. That is, the computation overhead of MACORD is very close to that of SSD.

MACORD has low performance (about 5%) and memory (less than 1%) overheads while having a completely user-transparent and fully automatic SDC detection capability, where false positive rate decreases one order of magnitude compared with the state-of-the-art technique SSD.

Takeaway-2: In terms of false positive rates, MACORD outperforms state-of-the-art techniques. In fact, it decreases one order of magnitude over the spatial state-of-the art algorithm, SSD.

Takeaway-3: Experimental evaluation shows that different learning algorithms perform differently across diverse distributions and benchmarks.

Takeaway-4: Experimental results show that MACORD has better prediction capability and accuracy than SSD. Combined with tuned definition of the detection range, MACORD performs better than SSD as a result.

Takeaway-5: MACORD has low performance (about 5%) and memory (less than 1%) overheads while having a completely user-transparent and fully automatic SDC detection capability, where false positive rate decreases one order of magnitude compared with the state-of-the-art technique SSD.
Figure 3. False positive rate results

Figure 4. Recall results
Figures 5. Subdetector performance

V. RELATED WORK

Approaches to SDC detection can typically be classified as being runtime analysis based, replication-based, or application/algorithm-specific.

Soft error detection based on runtime data analysis has gained momentum in the HPC community. Studies [2, 8, 15] investigate and compare different prediction methods to detect and mitigate SDCs. They convert the problem of detecting SDC into the next-step prediction problem. Runtime data analysis approaches can be categorized into temporal and spatial techniques. The main drawbacks of temporal data analytics are the memory overhead and the computation cost of maintaining snapshot data. As a spatial technique, SSD [30], while having low computation overhead, incurs low memory cost. However, as experimental evaluation showed, our novel framework outperforms SSD. Runtime data analysis approaches can also be categorized into online and offline techniques. Sirius [35] is a neural network based offline SDC detection tool. The training is performed offline and, thus, Sirius fundamentally differs from online techniques.

Replication-based techniques [10] are typically used when a high degree of reliability is required. Different levels of computation redundancy can be utilized to detect and, possibly, correct SDCs. The main disadvantage of computation redundancy or replication is that it incurs prohibitive energy overheads. Selective redundancy schemes [29, 31, 32] has been designed to reduce these overheads.

Specialized detectors have been developed for specific classes of algorithms [6, 26, 33, 37] or programs [25, 34]. While effective, these techniques are not as generally applicable as those presented in this paper.

VI. CONCLUSION

In this work, we propose MACORD, a novel extensible framework for SDC detection based on online spatial learning algorithms. MACORD automatically selects the best-fit detector algorithms at runtime to adapt to the data dynamics. MACORD only relies on the snapshot data at the current time step, i.e., a spatial technique. Consequently our solution suffers from little memory overhead (less than 1%) and low performance overhead (on par with SSD, which has a performance overhead of 5% on average.). Experiments with 11 real-world HPC applications show that for most of the failure distributions and applications, sensitivity is high up to 99%. Meanwhile, the false positive rate is low and on the order of 0.1% in most cases, which is one order of magnitude improvement over state-of-the-art spatial detectors. In the future, we plan to extend MACORD with techniques such as Kernel Ridge regression, an online-applicable technique, to improve its detection ability and to analyze the improvement and the incurred performance overheads.
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