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Abstract

We perform a technological evaluation of BuildingIQ’s next-generation energy management
(EM) system and present a preliminary energy savings analysis for a commercial-sized building
located at Argonne National Laboratory. The EM system uses a model predictive control frame-
work that incorporates black-box machine learning dynamic models.

The system enables the optimization of operational set-points for the HVAC system and for
the building zones in a proactive manner by foreseeing weather conditions and electricity prices.
In addition, it can foresee dynamic limitations arising from the thermal mass of the building, can
perform proactive demand-response, and can trade off between electricity cost, comfort satisfac-
tion, and CO2 emissions resulting from energy consumption. The black-box models are learned
in real-time by using available sensor data and do not require building and HVAC topology infor-
mation. This approach enables short deployment times, low installation and maintenance costs,
and widespread deployment.

Our preliminary studies at Argonne indicate that significant amounts of energy can be saved
by exploiting the ambient air to delay the start-up of the HVAC system and by exploiting unoc-
cupied periods to relax the zone set-points. We analyze how to use the system to achieve energy
savings of up to 45% with minimal impact on comfort conditions. We also identify several tech-
nological limitations of the EM system that restrict its performance and we propose directions of
future research.

Keywords: building automation, energy management, proactive, comfort, temperature, set-points,
energy costs, CO2 emissions.

∗E-mail: vzavala@mcs.anl.gov, Phone: +1 (630) 252-3343.
†E-mail: skow@anl.gov, Phone: +1 (630) 252-8724.

1



1 Introduction

Energy Management (EM) is a high-level supervisory task performed as part of real-time building
operations. EM can be performed by a human operator or by an automated EM system interfaced
to the building management system (BMS). It is important to distinguish an EM system from the
BMS, the latter is an interface providing communication access to the different building components
such as the thermostats, humidity and CO2 sensors, and the units of the heating ventilation and air
conditioning (HVAC) system such as the variable air volume (VAV) boxes, air-handling units (AHUs),
chillers, cooling towers, and boilers.

The objectives of an EM system are to maximize the operational efficiency, comfort, and econ-
omy of the building. To do so, the EM system adjusts the operational conditions (set-points) of the
building components as the external and internal conditions change in time, in order to maintain
efficient operations. External conditions include the electricity prices, ambient temperature, wind
speed, solar radiation, and sun position. Internal conditions include variable heat and CO2 gains due
to occupancy and heat gains due to computing and lighting equipment.

There exists a wide range of EM system solutions that vary in their degree of automation. In
most buildings, EM is performed manually by operators who use their experience to adapt the set-
points. Some BMS are equipped with logic rules or expert systems [15, 8, 12] aiming at saving energy
by adapting the set-points according to the time of the day, occupancy schedules, and ambient con-
ditions. Some limitations of logic-based systems are that they quickly exploit in complexity as the
number of decisions increases, they are difficult to tune, and they cannot handle constraints and
multiple performance objectives efficiently.

A more efficient and systematic EM strategy, which has been widely studied in academia, is
simulation-based (or model-based) optimization [3, 4, 19, 24, 10, 7, 20]. This strategy makes use of a
simulation model for the building and HVAC system to compute optimal set-points and is effective
in dealing with many decision variables, constraints, and complex objectives. Model-based systems
have been shown to achieve significant energy savings in many academic studies but have experi-
enced very low adoption levels in industry. In our opinion, the main reason has been the complexity
of existing building simulation tools [13]. In addition, the large number of operational decisions and
tight interconnection between units make model-based EM systems computationally intensive and
difficult to implement, deploy, and maintain [9]. We believe that the lack of more practical technolo-
gies has significantly blocked the widespread deployment of these EM systems.

In this report, we perform a techno-economic analysis of the next-generation EM system of BuildingIQ
(BIQ). This system has been commercialized using technology developed at the Commonwealth Sci-
entific and Industrial Research Organisation (CSIRO) in Australia [19]. The system uses a model
predictive control (MPC) framework, a technique widely applied in the petrochemical and aerospace
industries [16, 22, 2]. Recently, studies have reported significant energy savings in buildings using
MPC [11, 1, 24]. A key novelty of BIQ’s system is that it couples the MPC framework to black-box ma-
chine learning models [18]. In addition, it focuses on the interface between the HVAC system and the
VAV boxes. This makes the technology practical, highly flexible, and easy to deploy in a wide range
of buildings. For instance, the system does not require knowledge of the HVAC layout and building
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topology. We analyze these and some other features that make the system attractive for large-scale
deployment and describe an on-going implementation at Argonne National Laboratory. We use the
gained operational experience to analyze the technical limitations and energy savings bottlenecks of
the system and to identify directions of future research. We believe that this operational experience
can be valuable to other building automation companies in identifying technological bottlenecks of
their EM systems.

The report is structured as follows. In Section 2 we provide background information on EM and
building automation. In Section 3 we present our position on the ideal features of a next-generation
EM system. In Section 4 we provide a high-level description of the technology behind BIQ’s system.
In Section 5 we describe the implementation at Argonne and present an energy savings analysis. In
Section 6 we perform a technological evaluation of the system. In Section 7 we discuss our next steps
and research needs.

2 Energy Management Background

In this section we provide background information on the basic configuration of the interface between
the building envelope and the HVAC system. This description will highlight some of the interactions
between the building components and the information flow through the automation system.

2.1 Building-HVAC Layout

The layout of modern buildings can be generally partitioned as follows. The building envelope is
composed of several zones, each separated into subzones. In Figure 1 we present a typical layout for
a given zone in cooling mode. Each subzone is conditioned through a VAV box. The subzone VAV
boxes request supply air from the zone AHU in order to keep the temperatures at their predetermined
set-points as heat gains from occupants, equipment, solar radiation, and convection change in time.
The supply air is low in CO2 and colder than the subzone temperatures in cooling mode or warmer
than the subzone temperature in heating mode. The total cooling or heating load of each subzone
can be satisfied by changing the supply temperature or the AHU or the volume of air flowing into
the subzone. A zone fan extracts the return air from the subzones and sends it back to the AHU.
The return air is higher in CO2 as a result of occupant emissions and warmer than the subzone
temperatures in cooling mode or colder in heating mode.

At each AHU, a fraction of the returned air is dumped by the AHU control system into the envi-
ronment to purge impurities such as CO2 and is mixed with ambient air. The resulting mix is cooled
down or warmed up to a predetermined supply temperature set-point that matches the current VAV
boxes cooling or heating demands. If extra cooling capacity is necessary to reach the supply tem-
perature, this can be obtained from electricity or chilled water in cooling mode, depending on the
configuration. In heating mode, any necessary heating capacity can be obtained from electricity or
steam, depending on the configuration. If at any time during the day the ambient conditions are
such that no additional cooling or heating capacity is needed, the AHU uses energy only to run the
fans to mix return and ambient air to purge CO2 and to keep constant the internal building envelope
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pressure. Because of this, it is desirable to exploit the ambient air as much as possible.

Electricity
Ambient Air 

Dump Air

Hot
Low CO2
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High CO2

Return AirConditioned Air 

VAV Boxes

CO2 Heat

Cold
Low CO2

Thermostat

Air-Handling Unit (AHU)
Fan

Ambient Conditions
(Radiation, Wind, Temperature)

Subzone

Zone

Subzone

Figure 1: Schematic representation of the interface between the building envelope and the HVAC
system (cooling mode).

2.2 Building Automation System Layout

A building automation system comprises two major components: the basic control layer and the
supervisory control layer. The basic layer is composed of fast single input-single output controllers
such as proportional-integral-derivative controllers. These controllers are used for set-point track-
ing at the different building zones and subzones and at the equipments units making up the entire
HVAC system. The controllers reject high-frequency disturbances (on the range of milliseconds to
seconds) in trying to bring a given sensed variable to its corresponding set-point. An example is the
thermostat-VAV box loop at each subzone. The thermostat senses the room temperature and sends a
signal to the controller in the VAV boxes, which positions the damper to adjust the volume of supply
air flowing into the subzone in trying to bring the room temperature to the desired set-point. Similar
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control loops are encountered in chillers, where the output set-point is the delivery temperature of
chilled water and AHUs, where the set-point is the supply air temperature. The interface between
the building envelope and the HVAC system sketched in Figure 2.

The supervisory control layer comprises either a human operator or an automated EM system
that adjusts the set-points in order to save energy and costs and to ensure appropriate comfort levels
as building conditions change. These conditions include weather, occupancy rates, room schedules,
time of the day, and energy prices. The set-points are updated at lower frequencies (minutes to
hours) and sent to the control loops of the basic layer. The supervisory layer takes care of satisfying
central, building-wide objectives such as minimizing total energy costs and consumption and maximiz-
ing comfort while the basic layer takes care of locally tracking the set-points set by the supervisory
layer.

Building
Management 

System

Cooling 
Tower 

Control

Chiller 
Control

Energy Prices, Weather 
Occupancy Schedules

AHU
Control VAV Box 1 VAV Box 2 VAV Box N

HVAC System

Output
Signals

Control
Signals

Output
Signals

Output Set-Points

Building Envelope
Supply Air

Return Air

Output
Signals

Output Set-Points

Figure 2: Schematic representation of BMS system. Dark zone is supervisory level and light zone is
basic level.

3 Next-Generation Energy Management

One of the key sources of inefficiency in modern buildings is the limited degree automation of the EM
system. EM is a complicated task because of the highly dynamic ambient conditions and prices, the
many variables and sensors involved, and the close interconnections between the HVAC units and
the building envelope. In addition, the complexity of the HVAC layouts is increasing as these systems
become more tightly integrated to recover energy and expanded with storage and co-generation units
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[1, 9, 17]. Operational complexity is also increasing as buildings are operated under demand-response
programs and more volatile energy prices. In dealing with these challenges, this section discusses
some of the ideal features of an effective next-generation EM system.

3.1 Models and Integration

Set-points should be computed in a way that captures as many interconnections as possible between
the HVAC units and the building envelope and trade offs between energy and comfort. This strategy
enables consistency and synchronization of the multiple components. Model-based strategies are
thus essential. A model implicitly captures interconnections between components. Most deployed
EM systems use logic rules that are not capable of capturing interconnections and complex objectives
efficiently. Models can range from first-principles to data-driven black-box models (e.g., regression,
neural networks, machine learning) or combinations of both. Usually, the more complex the model,
the higher the predictive precision but also the higher the development cost and computational com-
plexity. Higher complexity translates in higher installation and maintenance costs, deployment times,
and technology sophistication.

In certain buildings the energy savings can justify the development of high-fidelity energy models
such as EnergyPlus, eQuest, TRNSYS [6, 5] or Modelica [21]. A model development task can easily
take three months to one year of effort of a highly trained engineer. The costs are related to data
collection, model building, and tuning. These tasks currently translate into costs as high as $50,000-
$100,000, but these costs might decrease as model development tasks become more automated. If
the energy savings can justify this investment, first-principles models are preferred. If the model is
already available as part of the design process, as in newly deployed buildings, then the development
cost can be saved. The savings in small and medium-size buildings, however, are unlikely to justify
the development of sophisticated models.

An advantage of first-principles models is that they are not as sensitive to the availability of sensor
information and can provide predictions in non sensed zones. This capability can significantly ex-
pand their robustness to sensor faults and their optimization scope, respectively. The computational
complexity of first-principles models, however, is still an important barrier to avoid in real-time opti-
mization applications such as EM. One of the reasons, as discussed in [1], is that existing simulation
tools do not provide enough capabilities to apply efficient optimization solvers.

Because of the tightness of comfort and operational limits, the building operating conditions re-
main within a relatively well-defined window. Consequently, building models do not necessarily
require wide prediction domains such as those captured in first-principles models. Hence,, black-
box data-based models present an interesting alternative for EM. These models learn adaptively the
building and HVAC responses using sensor information. Consequently, they are highly adaptive
and inexpensive and can be deployed over a wide range of buildings of different sizes. In addition,
these models are computationally more tractable. A limitation of black-box models is that they rely
entirely on available sensor information. Thus, their performance can be affected more strongly by
sensor availability and faults.

A combination of both first-principles and black-box modeling paradigms can provide solutions

6



that trade off costs and precision. Currently, however, building modeling environments that enable
such constructs are not commonplace.

3.2 Constraints and Objectives

The EM set-points should satisfy operational constraints such as maximum equipment capacities
and dynamic limitations due to equipment thermal capacities, low-level controllers, and the building
thermal mass. This capability enables feasibility and reachability of the set-points by the basic control
layer.

This feature requires of optimization strategies coupled to dynamic models with appropriate pre-
cision. Optimization enables the system to enforce constraints and to trade off building-wide objec-
tives systematically. Model precision enhances the chances that the set-points sent to the basic level
controllers are feasible. The model should also capture major dynamic limitations of the HVAC units
and of the building envelope limiting performance. This requirement is important since the operating
conditions of most units and of the building zones cannot be ramped up and down instantaneously.

3.3 Foresight and Set-Point Update Frequency

Set-points should be updated at a frequency that is consistent with major disturbances affecting
building-wide objectives. In particular, strong variations of weather and occupancy require higher-
frequency updates. Real-time pricing will also require of higher-frequency updates. The computa-
tional complexity of the EM system constrains this updating frequency. If the EM system is equipped
with appropriate forecasting capabilities and dynamic models, however, the updating frequency be-
comes less relevant since the variations can be anticipated. On the other hand, if a steady-state model
is used in the EM system, the strong variations can lead to unreachable set-points (e.g., due to slow
building responses not captured by the model), suboptimal performance, and drifts from comfort
conditions. Because of these limitations, recent studies have shown that using proactive EM sys-
tems with dynamic models is preferred [24, 23]. In particular, these systems enable a more efficient
exploitation of external ambient air, not only to shift demands to save energy costs [3], but also to
reduce HVAC energy consumption.

3.4 Sensor Information

In any automated system, it is critical to have informative sensors that can be used by the EM system
to map basic variables such as temperature and humidity to building-wide objectives such as power
consumption in the AHUs and overall comfort. The information content in sensors is related to
number, position, and type. The number of sensors and their required reliability is directly related
to the type of model to be used in the EM system. It is also critical to have a reliable information
infrastructure to capture external factors affecting performance such as pricing and weather.
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4 BIQ’s Energy Management System

In this section, we describe the features of BIQ’s EM system. This system presents several of the
desirable features discussed in the previous section.

4.1 Black-Box Modeling Approach

The physical optimization domain of BIQ’s system includes the AHUs and the building zones. The
system follows a black-box modeling approach to capture the effect of the AHU energy consump-
tion (power), ambient conditions, and other factors on the average zone temperature (average of all
subzone temperatures).

We consider a set of zones j ∈ Z . We denote the average temperature at zone j at time τ as Tj(τ).
A black-box dynamic model for each average zone temperature can be represented as:

dTj(τ)

dt
= fzj (Tj(τ), Pj(τ), T

amb(τ), pzj ) + wzj (τ), τ ∈ [t, t+ T ], (4.1)

where Pj(τ) is the consumed AHU power at time τ , T amb(τ) is the ambient temperature at time
τ , pzj are the model parameters for the zone, and wzj (τ) are the model errors at time τ . The model
errors wzj (τ) account for unmodeled effects such as heat gains from occupants and solar radiation
(thermal loads). The model structure fzj (·) can be constructed by using machine learning techniques
such as support vector machines or by using system identification techniques [19]. Using system
identification with second-order polynomial transfer functions is often preferred computationally.

At time tk the system can collect values for the measured variables Tj(ti), T amb(ti), Pj(ti) over the
previous times ti, i = k, k − 1, ..., k −N where N is the number of measurements, to train the model
by computing estimates for the parameters pzj , model errors wzj (ti), i = 0, ..N and initial conditions
Tj(tk).

Having a given amount of power Pj(τ) for the AHU system, the system back calculates set-points
for the AHUs. BIQ’s system focuses on the supply air temperature T inj (τ) and volumetric flow Vj(τ)

of the AHU. This can be done using a black-box AHU model of the form:

Pj(τ) = gAHUj (T inj (τ), Vj(τ), T
amb(τ), pAHUj ) + wAHUj (τ), τ ∈ [t, t+ T ]. (4.2)

where pAHUj and wAHUj (τ) are the parameters and errors of the AHU model for zone j. The model
structure gAHUj (·) is also constructed by using black-box modeling techniques.

To predict the effect of the zone temperature Tj(τ) on human comfort, BIQ’s system uses ASHRAE’s
percentage of people dissatisfied (PPD) metric [14]. To obtain real-time PPD measurements, BIQ’s
system contains a feature called ComfortIQ, which reports the comfort status of the occupants at
current conditions. This makes the PPD metric adaptable to the current building configuration and
nature of the occupants. This is important since comfort is a subjective metric. The resulting PPD
model can be posed as:

PPDj(τ) = gPPDj (Tj(τ), p
PPD
j ), τ ∈ [t, t+ T ], (4.3)

where pPPDj are the model parameters.
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The entire dynamic model for zone j can be posed as a system of differential and algebraic equa-
tions (DAEs) of the form:

dxj(τ)

dτ
= fj(xj(τ), yj(τ), zj(τ), uj(τ), pj) + wxj (τ) (4.4a)

0 = gj(xj(τ), yj(τ), zj(τ), uj(τ), pj) + wyj (τ), (4.4b)

where xj(·) is the dynamic state given by the average zone temperature, yj(·) are the algebraic states
given by the AHU power and PPD variables, uj(·) is the control given by the supply air temperature,
pj are the parameters, and wxj (·), w

y
j (·) are the model errors. Variables zj(·) are exogenous distur-

bances given by the ambient temperature and the electricity prices. BIQ’s system models separately
each of the building zones j. The interactions between zones are handled implicitly through the
model errors wxj (·), w

y
j (·).

4.2 Optimization Structure

Once a dynamic model is learned, BIQ’s system computes optimal set-point policies for the AHU over
a future horizon τ ∈ [tk, tk+T ] to minimize a future performance objective. Here, tk is the current time
and T is the length of the prediction horizon. This problem can be cast as an optimal control problem
of the following form:

min
uj(τ)

∫ tk+T

tk

ϕj(xj(τ), yj(τ), zj(τ), uj(τ))dτ (4.5a)

s.t. (4.5b)

dxj(τ)

dτ
= fj(xj(τ), yj(τ), zj(τ), uj(τ), pj) + wxj (τ) (4.5c)

0 = gj(xj(τ), yj(τ), zj(τ), uj(τ), pj) + wyj (τ) (4.5d)

0 ≤ hj(xj(τ), yj(τ), zj(τ), uj(τ)) (4.5e)

xj(tk) = given, τ ∈ [tk, tk+T ]. (4.5f)

Here, the initial conditions xj(tk) are given by the current state of the average zone temperature of
zone j ∈ Z . This optimization formulation is a special case of the general conceptual EM framework
presented in [1].

4.2.1 Performance Objective

The objective of BIQ’s optimization problem (4.5a) is a weighted sum of three competing metrics.
The cost has the form:

ϕj(xj(τ), yj(τ), zj(τ), uj(τ)) := α · PPDj(τ) + β · Pj(τ) · λ(τ) + γ · CO2f · Pj(τ). (4.6)

The terms correspond to comfort, energy cost, and CO2 emissions (indirect measure of energy con-
sumption). The time-varying energy prices are given by λ(·). The symbol CO2f is a conversion
factor, and α, β, and γ are weighting factors. We note that minimizing energy cost and minimizing
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consumption are not equivalent goals because it is possible to minimize energy cost by shifting the
demand according to the price structure and still use the same amount of energy (or greater). The
weighting factors can be tuned based on the operation priorities of the site.

As more priority is assigned to PPD, the system will try to keep the average zone temperatures
close to the specified set-points. When PPD is relaxed and more priority is assigned to energy con-
sumption (e.g., CO2 emissions), the system will allow for drifts from the zone temperature set-points.
As more preference is given to energy costs, the system will allow for drifts in the zone temperatures
that shift the demand profile according to the price structure along the day.

4.2.2 Degrees of Freedom

The explicit degrees of freedom of the EM system are the supply air temperature and air volume
of the AHUs. The system also allows one to implicitly manipulate the drifting of the average zone
temperatures. In other words, the system does not explicitly manipulate the zone temperature set-
points.

4.2.3 Operational Constraints

The system can explicitly handle bounds on the degrees of freedom, PPD, and on the zone temper-
atures. These operational limits are contained in the constraints (4.5e) or the optimization problem
(4.5). In addition, the system implicitly handles dynamic limitations due to the thermal mass of the
building. These are part of the dynamic model (4.5c).

4.2.4 Sensors Needs

The system requires basic temperature sensors in the zones, supply air temperatures in the AHUs,
air demands of VAV boxes, and power meters for the AHUs.

4.3 Real-Time Implementation

The system follows a receding-horizon MPC implementation. At time tk it solves the optimization
problem (4.5) over the horizon [tk, tk+T ] using the current state of the building as initial conditions
and the forecasts for prices and ambient conditions. The computed set-points for the AHU are imple-
mented over a period of five minutes. At the next time step tk+1, the state of the building is measured,
and the optimization problem is solved over the horizon [tk+1, tk+1+T ] by using the updated forecast
information. The implementation is illustrated in Figure 3. The model is currently retrained daily,
but the training frequency can be adapted as necessary.

The receding horizon implementation enables the introduction of feedback in order to account for
modeling and forecast errors. The prediction horizon length used by BIQ’s system ranges from 3 to
24 hours. This horizon length is recommended to be as long as possible to capture the periodicity of
the ambient temperature and occupancy. This recommendation is supported by research experience
reported in [24].
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Figure 3: Schematic representation of receding-horizon MPC implementation.

5 Implementation at Argonne

BIQ’s system has been implemented at a commercial-sized building at Argonne National Laboratory.
The building occupies a total floor space 200,000 sq.ft. with 7 AHUs, and holds 700 occupants. The
building also hosts significant amounts of computing equipment ranging from laptops and personal
computers to high-performance computers.

The building under study was opened in 2009, and it is equipped with a standard configuration of
state-of-the-art sensors and uses Johnson’s Controls Metasys system as the BMS. The implementation
of BIQ’s system required the following tasks.

• Data gathering and storage. Before this study, the Metasys system was not configured to store
operational data for more than one day. This configuration severely limited data analysis and
collection required to perform preliminary learning tasks of BIQ. The BIQ team installed their
system to perform data collection from Metasys and to perform storage.

• Power meter installation. The building was equipped only with a central power meter. It was
necessary to install power meters at the AHUs in order to monitor and learn the AHU power
consumption under different operating conditions.

• Model learning and validation. Collected data over a coupled of weeks was used to perform
preliminary model training of the BIQ’s system. The model was validated against real mea-
surements.

• Deployment in static mode. Prior to full deployment, the system was deployed in static mode at
a single AHU in order for the operator to gain experience. This deployment has also enabled
us to perform a preliminary energy savings analysis, which we report here.

• Deployment in live mode. Full deployment is pending on approval by the building owners.
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The validation and energy savings analysis was performed by using data collected during the
first two weeks of October 2010. In Figure 4, we present the model fit of an average zone temperature
over 14 days of operation. Note that the range of operation is 65-80oF. These variations are typical
during seasonal transitions. The model is able to track the signal closely. The errors are in the 1-2oF
range. The sudden spikes in the measured temperatures reflect a sensor malfunction or bad reading
(it is not physical possible for the zone temperatures to move that quickly), the model fitting exercise
filters out these errors.

 
• The baseline peaks must not exceed 20 deg C 

 

The following plot indicates that all criteria were met when comparing model vs. actual average zone 

temperature.  Also notable is the MSE (mean square error) of 0.65. 

 

 
 

 

NOTE:  This model is the actual model to be used by BuildingIQ in Live mode for Building 240. 

 

Prior to the presentation of performance scenarios, perhaps a quick review of BuildingIQ terminology and 

control overview. 

 

BuildingIQ obtains energy savings by managing the following parameters of air handler performance: 

• Unit supply air temperature 

• Unit air flow.  (via control of supply air static pressure) 

• Unit start and stop times.  (enable/disable) 

 

It should also be noted that this control is effected at the air handler level.  BuildingIQ does not directly control 

the user level thermostat setpoints.  All user settings remain the same, and the existing control system will 

continue to control to these settings. 

 

PPD is the ASHRAE term for “Percentage People Dissatisfied”.  Lower number indicates more people satisfied.  

ASHARE allows for a given %, usually less than 10%, for a building to be considered “comfortable”.  The 

BuildingIQ system allows for the adjustment of this parameter, along with priorities for desired energy cost 

savings, and energy carbon production savings.  For the purposes of this report, we will consider PPD vs. Cost 

Savings.  

 

 

Figure 4: Validation of an average zone temperature for the Argonne building. Green line is real
measurements and red line is the model fit.

As a first case study (Scenario 1), we consider a day in which there is a wide ambient temperature
difference during the day (cool day), between 45oF and 85oF. The EM system was run in simulation
mode using the learned model of the building and considering a case for 3% PPD. In all cases we
assume that the electricity price remains fixed, which is the case at Argonne. Hence, we can focus on
energy savings and comfort. The results are presented in Figure 5. The light blue line is the ambient
temperature, the pink line is the current power consumption of the AHU (in kW), and the black line is
the optimized power from BIQ’s system. The dark blue line is the current average zone temperature,
and the red line is BIQ’s signal. We summarize our findings as follows:

• The BIQ’s system is able to drop the power consumption during the entire day by 31% com-
pared with current operation.

• We have discovered that the AHU is currently run at night at nearly 30% capacity. This repre-
sents a significant amount of energy lost. This discovery has been made possible by our ability
to track the power consumption of the AHU with the newly installed power meters.
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• In current operation, cooling is started at around 5 a.m. BIQ’s system delays this start to nearly
9:45 a.m., since occupancy typically starts at 8:30 a.m. The system is able to predict the ambient
temperature trend, which remains below 60oF until 9:45 a.m. The system exploits this cold
ambient air to cool down the building instead of recurring to electrical cooling in the AHU.

• The BIQ’s system decreases power consumption by exploiting the thermal mass of the building
as it foresees closing hours starting at 6 p.m. This can be seen from the shape of the peaks. The
current peak is high and flat with a peak of 320 kW whereas that of the BIQ system is much
lower and exhibits a consumption of 250 kW two hours before the closing time.

• BIQ’s system keeps the average zone temperature always less than 1oF away from current op-
eration during the unoccupied times. This enables the system to further save energy. During
occupied times, the temperature is kept equal to the baseline, enabling large savings without
sacrificing comfort. The tight drift of 1oF results from the high priority on comfort (3% PPD).
The savings can further be increased by allowing larger drifts during the unoccupied periods.

 
 

 

 

 

 

SCENARIO 1  -  3% PPD, cool day, flat rate: 

Note that during the occupied hours, the red line and blue lines are effectually identical, meaning that there is 

very little difference between the BIQ indoor temperatures and the BMS indoor temperatures.  Cooling energy 

savings were 31%. 

 

 

 
 

 

 

 

 

 

 

 

 

 
(scenario 2 next page) 

 

 

 

 

 

 

Figure 5: Scenario 1: Energy savings analysis for cool day, 3% PPD.

In the second case study (Scenario 2), we consider the same day but with very high priority on
PPD (0.1%). Comparing the profiles to those of Scenario 2 we can draw the following conclusions:

• The energy savings in this case drop to 29%. This can be explained from the high PPD priority,
which does not permit temperature drifts during the unoccupied times.

• Despite the high PPD priority, the power profiles for the AHU remain nearly identical to those
of Scenario 1. This result reflects the large effect that the ambient temperature profile has on the
energy savings.
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SCENARIO 5  -  Scenario 1 (cool day, fixed rate), 0.1% PPD: 

Scenario 1 above, but lower the comfort setting to 0.1% PPD, which sets comfort to the highest possible 

priority.  Energy savings are reduced slightly to 29% (from 31%). 

 

 

 
 

 

 

 

 

 

Day-to-Day Discussion: 

It is interesting to note that in the first two scenarios, which were different days, one cool, the other not-so-

cool, we see energy savings of 31% and 6% respectively.  While this seems like a wide variance, it actually 

highlights a particular strength of the BuildingIQ predictive model and unique control algorithms. 

 

BuildingIQ is able to capture the available energy savings on a day to day basis.  If a particular day has energy 

savings to “offer”, BuildingIQ will identify it predictively, and capture it proactively. 

 

There will be variable opportunity on a daily basis to save energy while maintain comfort.  BuildingIQ is 

designed to capture such opportunities as they arise. 

 

 

Figure 6: Scenario 2: Energy savings analysis for cool day, 0.1% PPD.

To further demonstrate the impact of the ambient temperature on energy savings, we consider a
third case study (Scenario 3). This is a day with a narrower ambient temperature difference (warmer
day between 55oF and 85oF). We have the following findings:

• The energy savings in this case drop significantly, to 6%. This strong effect is due to the higher
night temperatures in this scenario compared with those of Scenario 1 (45oF against 55oF). Note,
however, that the peak ambient temperatures of Scenarios 1 and 3 remain at 85oF. This indicates
that the magnitude of the savings is directly related to the ability to precool the building by
using night ambient air and delay the start of the AHU.

• Comparing the shape of the power profiles of Scenarios 1 and 3, we observe that the power
profiles remain nearly the same during the unoccupied periods. We can conclude that the
savings during this time are around 5-6%. Consequently, for Scenario 1, the savings achieved
during occupied times are nearly 25%, which represents almost 80% of the total savings.

• From the power profile of Scenario 3, we can see that BIQ’s system peak consumption is above
current operation levels. This indicates that the system is foreseeing the decay in the ambient
temperature that can be exploited to shut down the AHU earlier than current operation.

In our last scenario, we consider the same ambient conditions of Scenario 3 (warmer day), but we
relax the PPD to 5%.

• The energy savings in this case increase to 14% compared with savings of 6% enforcing a 3%
PPD.
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SCENARIO 2 – 3% PPD, different day, not so cool, flat rate: 

Same comfort priority, but different weather conditions.  Energy savings at 6%. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
(scenario 3 next page) 

 

 

 

 

Figure 7: Scenario 3: Energy savings analysis for warmer day, 3% PPD.

• Note the larger drifts in the average zone temperature. Remarkably, however, the drifts occur
only during the unoccupied times. This indicates that relaxing the average zone temperatures
has dramatic effects on savings. Since the drifts occur during unocuppied periods, these savings
do not affect comfort conditions.

We have observed that, by relaxing the PPD to levels of 10% during unoccupied times, it is possi-
ble to achieve savings of up to 45% for days with wide ambient temperature differences and to 25% in
days with narrow differences. Again, since the zone temperature drifts do not occur during occupied
times, these savings come at no expense in comfort. The savings, however, are limited by the thermal
mass of the building. In other words, by allowing very large drifts at night, the system would need
to ramp up the entire building temperature before occupancy starts, a situation that might not be
feasible.

In terms of energy costs, we consider Scenario 1 with savings of 30% of cooling power. The total
power consumed by a single AHU in current operation is 3.94 MWh a day; BIQ’s system brings
it down to 2.90 MWh. If we consider 7 AHUs and an electricity rate of 80$/MWh, we have daily
cost savings of around $550. If we assume that these savings can be achieved 200 days of the year,
we have annual savings of $110,000. A service time of 200 days with similar savings is reasonable
because the building under study runs on electric heating. The cost of the license of BIQ’s system
is around $36,000 a year. The license of the system is charged at a rate of 0.18$/sq.ft. per year for
buildings around 200,000 sq.ft. The installation costs of the power meters was around $3,000. Thus,
installating BIQ’s system is profitable with savings above 10% with respect to current operation.
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SCENARIO 4  -  Scenario 2 (not so cool day, fixed rate), 5% PPD: 

Scenario 2 above, but raise the comfort setting to 5% PPD, slightly lower comfort priority, but still within 

acceptable ASHRAE range.  Energy savings increases to 14%, (from 6%). 

 

 

 
 

 

 

 

 

 

 

 

 
(scenario 5 next page) 

 

 

 

 

 

 

 

 

Figure 8: Scenario 4: Energy savings analysis for warmer day, 5% PPD.

6 Technological Evaluation

In this section we discuss the innovations of BIQ’s system that we believe are critical in achieving
important energy savings. In addition, we discuss different limitations of the technology.

6.1 Innovations

One of the key innovations of BIQ’s system is the ability to learn the building dynamics adaptively.
This enables the system to quantify and mitigate effects that are difficult to model from mechanis-
tic principles, for instance, heat gains due to radiation and occupants. The use of black-box models
enhances the adaptivity of the system to different HVAC configurations. This also enables fast de-
ployment which can be as short as a month, and low cost for the technology. Consequently, this
system can potentially be deployed over a wide range of commercial facilities and have significant
impact on overall utility demands. For instance, if proactive EM systems are deployed over an entire
city, the utility companies will be able to predict the overall city demand for the next day more ac-
curately. This capability would result in much more efficient management of distribution resources
and look-ahead planning of demand-response events.

Another key advantage of the system is the use of model predictive control concepts. This enables
the system to account for dynamic limitations of the building; to take proactive actions in the presence
of variations of weather, prices, and occupancy, and enables the system to handle constraints and
complex performance objectives. The proactive feature makes the system particularly suitable for
demand response tasks and also enables smoother (e.g., less agressive) control actions [1, 23].

The use of the PPD metric and measurements based on real-time polls from the occupants enables
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adaptation to changing comfort needs of the occupants, which might change in time due to clothing
(difficult to model mechanistically) and from building to building.

6.2 Limitations

One of the key limitations of BIQ’s system is that it captures the performance of the zones in an
aggregated manner. In other words, it does not capture the granularity at the subzone configuration
level. This strategy results in limited control capabilities that can ultimately lead to a wide spread of
subzone temperatures and limited energy savings.

Another limitation is the fact that interactions between zones are not taken into account system-
atically. The system implicitly learns the effect of one zone on another through the model errors but
it cannot predict them. If the interactions between zones are strong, this can lead to decreased overall
performance as zones compete against each other.

The system currently does not account for occupancy at a zone by zone level. Occupancy, and
more generally the building’s variable thermal load associated with occupancy and related activities,
are accounted for in an aggregated manner. This limitation is reflective of the fact that occupancy in-
formation is rarely available on a fine granular level (if at all). However, with the advent of advanced
and cost-effective occupancy sensors, there is potential for significant improvements in energy sav-
ings to be derived from occupancy-driven EM strategies.

The system handles the multiple objectives in the optimization problem using weighting func-
tions. This setting requires a different control mindset to traditional BMS control tuning. A poorly
chosen set of weights will lead to sub-optimal performance and it is therefore required that opera-
tors of the system receive appropriate training. Opportunities exist to explore adaptive self-tuning
approaches, which would lessen then operator skill level requirements.

The system does not account for the dynamic evolution of CO2 and humidity but it is possible
to extend the black-box modeling framework to account for these variables. It is expected that these
extensions will lead to further savings and increased comfort.

7 Research Needs and Next Steps

The operational experience gained through the implementation of the BIQ’s system at Argonne and
the subsequent the energy savings analysis had pointed to several research directions.

As we have seen, allowing for temperature drifts during unoccupied periods leads to significant
savings. We have also observed that 80% of the savings are obtained during peak times in regu-
lar office hours. Supported by these observations, our hypothesis is that significant savings can be
obtained by monitoring occupancy during regular office hours (empty conference rooms and office
spaces). In Figure 9 we present a snapshot of the location of the occupants at the Argonne building
(using cell phone signals for tracking). As can be seen, there exist several zones in the building with
nearly no occupants.

Real-time occupant locations can be tracked by using radio signals. We are currently installing
this type of occupancy sensors. These will be acquired from Johnson Controls. With this information,
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• Solves Nonlinear Optimal Control Problem with Machine Learning Model
Solved Every 10 Minutes, Forecast of 2 Hours
Building Model Re-Trained Daily
Machine Learning Modeling for Large-Scale and Cheap Deployment

• Trade-Off:  Human Comfort vs. Energy Cost  vs. CO2 emissions

Figure 9: Snapshot of occupants locations at the Argonne building.

it will be possible to send signals to the BMS system to indicate which subzones are occupied. The
BMS system will automatically position the set-points in set-back mode. This will generate lower
demands in the VAV boxes that will be detected by the BIQ’s system.

The deployment of the system at Argonne will be valuable in this study since it will allow us to
have a baseline to quantify additional energy savings obtained from additional technologies such as
occupancy sensors. In addition, since the EM system can be run in simulation mode, these savings
can be quantified prior to purchase and deployment.

Questions that we plan to address in this experimental study are:

• How much does occupancy information increases energy savings?

• What is the effect of occupancy sensor on the optimal operating policies of BIQ’s system?

• What are the optimal zone set-back temperatures that maximize savings without affecting com-
fort responsiveness?

• What is the effect of the number and position of occupancy sensors on energy savings? Is the
installation justifiable from an energy savings point of view?

From a more technical stand point, several improvements can make EM technology significantly
more efficient. First, it is necessary to capture zone and subzone interactions in the EM system model.
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Figure 10: Schematic representation of multi-building energy management.

In addition, the prediction horizon should be extended as much as possible in order to anticipate
strong temperature variations. These two enhancements represent a challenge from the computa-
tional point of view since the optimization problems solved by the EM system become much larger
and more difficult to solve. This is particularly critical in real-time environments since the system
needs to be run every few minutes ro reject strong dynamic variations. We will explore the use of
more advanced optimization solvers to avoid these bottlenecks.

The use of more advanced optimization solvers will also enable us to expand the domain of the
EM system to manage multiple buildings simultaneously. Since buildings have different demand
patterns and physical limitations, this capability will enable the EM system to coordinate demand
response events in order to maximize the total aggregated savings. This is sketched in Figure 10.

We will also explore the use of advanced multiobjective optimization algorithms in order to avoid
the use of weighting factors. This will enable a more adaptive EM system with minimal intervention
from the operator.
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