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Abstract—Computational biology sequence alignment tools using the Burrows-Wheeler Transform (BWT) are widely used in next-generation sequencing (NGS) analysis. However, despite extensive optimization efforts, the performance of these tools still cannot keep up with the explosive growth of sequencing data. Through an in-depth performance analysis of BWA, a popular BWT-based aligner on multicore architectures, we demonstrate that such tools are limited by memory bandwidth due to their irregular memory access patterns. We then propose a locality-aware implementation of BWA that aims at optimizing its performance by better exploiting the caching mechanisms of modern multicore processors. Experimental results show that our improved BWA implementation can reduce last-level cache (LLC) misses by 30% and translation lookaside buffer (TLB) misses by 20%, resulting in up to 2.6-fold speedup over the original BWA implementation.
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I. INTRODUCTION

Recently, next-generation sequencing (NGS) technologies have dramatically reduced the cost and time of DNA sequencing, making possible a new era of medical breakthroughs based on personal genome information. A fundamental task in human genome sequencing is mapping short DNA sequences, also called reads, that are generated by NGS sequencers, to the reference human genome. Typical human genome data consists of millions of reads and can take up to hundreds of gigabytes. Designing efficient alignment algorithms that can rapidly map large amounts of genome data is an important topic in NGS bioinformatics.

Many short-read alignment tools based on different indexing techniques have been developed during the past couple of years [9]. Among them, alignment tools based on the Burrows-Wheeler Transform (BWT), such as BWA [8], SOAPv2 [10], and Bowtie [7] have become increasingly popular because of their superior memory efficiency and support of flexible seed lengths. The Burrows-Wheeler Transform is a string compression technique that is used in compression tools such as bzip2. Using the FM-index [4], a data structure built atop the BWT, BWT-based alignment tools allow fast mapping of short DNA sequences against reference genomes with a small memory footprint.

State-of-the-art BWT-based alignment tools are well engineered and highly efficient. However, the performance of these tools still cannot keep up with the explosive growth of NGS data. In this paper, we first perform in-depth performance analysis of BWA, one of the most widely BWT-based aligners, on modern multicore processors. As a proof of concept, our study focuses on the exact matching kernel of BWA, because inexact matching is typically transformed into exact matching in BWT-based alignment. Our investigation shows that memory bandwidth is the major performance bottleneck of BWA. Specifically, the search kernel of BWA shows poor locality in its memory access pattern, and thus suffers very high cache and TLB misses. To address these issues, we propose a locality-aware design of the BWA search kernel, which reorders memory accesses to better take advantage of the caching and prefetching mechanism in modern multicore processors. Experimental results show that our improved BWA implementation can effectively reduce cache and TLB misses, and in turn, significantly improve the overall search performance.

Our specific contributions are as follows:

1) We carry out an in-depth performance characterization of BWA on modern multicore processors. Our analysis reveals crucial architecture features that will impact the performance of BWT-based alignment.

2) We propose a novel locality-aware design for exact string matching using BWT-based alignment. Our design refactors the original search kernel by grouping together search computation that access adjacent memory regions. The refactored search kernel can significantly improve memory access efficiency on multicore processors.

3) We evaluate the optimized BWA algorithm on two different Intel Sandy Bridge platforms. Experimental results show that our approach can improve LLC misses by 30% and TLB misses by 20%, resulting in up to 2.6-fold speedup over the original BWA implementation.

The rest of this paper is organized as follows. Section II provides a brief introduction of BWA. Section III presents our performance characterization of BWA on multicore processors. Section IV describes the design of our locality-aware BWA implementation. Performance evaluation is presented in Section V. Section VI surveys related work. Finally, Section VII concludes the paper.

II. BACKGROUND ON BWA

The Burrows-Wheeler Aligner (BWA) is one of the most widely used short-read mapping tools. It is based on the Burrows-Wheeler Transform (BWT), a data compression
technique introduced by Burrows and Wheeler [15] in 1994. The main concept behind BWT is that it sorts all rotations of a given text in lexicographic order and then returns the last column as the result. The last column, i.e., the BWT string, can be easily compressed, because it has many repeated characters. Similar to other BWT-based mapping tools, BWA uses the FM-index [12], a data structure built atop the BWT string that allows for fast string matching on compressed text in order to index the reference genome. In BWA, exact matching of a read (string) is done by a backward search [4], which essentially performs a top-down traversal on the prefix tree of the reference genome. The backward search stage accounts for the vast majority of the execution time.

A brief description of backward search in BWA is as follows.\(^1\) Let \(a \in \Sigma\) be the letter being considered and \(c[a]\) be the number of symbols in \(X[0, n - 2]\) that are lexicographically smaller than \(a\) and \(\text{Occ}(i, a)\) is the number of occurrences of \(a\) in the BWT string of the reference genome based on current position \(i\), \(\text{Occ}(i, a)\), and the BWT string form the FM-index. String matching with the FM-Index tests if \(W\) is a substring of \(X\), which is done by following a proven rule that \(\overline{R}(aW) \leq \overline{R}(aW)\) if and only if \(aW\) is a substring of \(X\):

\[
\overline{R}(aW) = c[a] + \text{Occ}(\overline{R}(W), a) + 1
\]

\[
\overline{R}(aW) = c[a] + \text{Occ}(\overline{R}(W), a)
\]

Iteratively applying the above rule, we get a narrowing search range declared by \(\overline{R}(aW)\) and \(\overline{R}(aW)\) (\(k\) and \(l\) in algorithm 1) until \(\overline{R}(aW)\) is less or equal to \(\overline{R}(aW)\).

The occurrence calculation, i.e., the \(\text{Occ}\) function, of \(a\) is the core function in backward search. A trivial solution of implementing the \(\text{Occ}\) function is counting the occurrences of \(a\) in all previous rows of the BWT string. This solution is inefficient when the BWT string is large. A widely accepted optimization, also used by BWA, is to break the whole BWT string into millions of small buckets and record pre-calculate accumulative counts of \(A/C/G/T\) for each bucket. BWA packages these pre-calculated counts along with the BWT string by inserting them before each BWT bucket. We will refer this augmented BWT string as \(\text{BW table}\) in the rest of the paper (the memory layout of the BWT table is shown in Fig. 1). With the BWT table, the occurrence calculation can be reduced to counting only the occurrences in one bucket, which can be done in constant time. For example, in Fig. 1, the number of occurrences of the second \(C\) in bucket 8 equals to the sum 259, fetched from the head of the bucket, and 2, which is the number of occurrences of \(C\) in the bucket.

The \(\text{Occ}\) function in BWA has three steps as shown in Algorithm 2: (1) getting the bucket location based on the input \(i\), (2) fetching the accumulative count at the header of the bucket for letter \(a\), and (3) counting the occurrences of \(a\) in the bucket and returning the sum of the local count and the pre-calculate count. Note that the memory-access location in the BWT table is determined by the input \(i\).

### Algorithm 1 Original Backward Search

**Input:** \(W\): sequence reads

**Output:** \(k\) and \(l\) pairs

1. for all \(W_j\) do
2.  \(k = 0\), \(l = |X|\)
3.  for \(i = len - 1\) to 0 do
4.     \(a \leftarrow W_j[i]\)
5.     \(k \leftarrow c[a] + \text{Occ}(k - 1, a) + 1\)
6.     \(l \leftarrow c[a] + \text{Occ}(l, a)\)
7.     if \(k > l\) then
8.         output \(k\) and \(l\)
9.         break
10. end if
11. end for
12. end for

### Algorithm 2 Occ function

**Input:** \(i\): \(k\) or \(l\) values; \(a\): letter in reads

**Output:** \(n\): occurrences of \(a\)

1. \(p \leftarrow \text{getBucket}(i)\) \{Step 1\}
2. \(n \leftarrow \text{getAcc}(p, a)\) \{Step 2\}
3. \(n \leftarrow n + \text{calOcc}(p, a)\) \{Step 3\}
4. return \(n\)

### III. Performance Analysis

In order to understand the performance characteristics of BWA, we collect critical performance counter numbers, such as branch misprediction, I-Cache misses, LLC misses, TLB misses, and microcode assists, using Intel VTune [2]. Fig. 2 shows the breakdown of cycles impacted by different performance events. As we can see, the percentage of stalled cycles is overwhelmingly high (more than 85%). Clearly, cache misses and TLB misses are the two major performance bottlenecks of backward search. Together, the two account for over 60% of all cycles. A closer look at the profiling data shows that the main source of these misses is the \(\text{Occ}\) function, which is the core function in backward search and accounts for over 80% of total execution time. Based on profiling numbers, within the \(\text{Occ}\) function, the stalled cycles caused by cache misses account for 55% of overall cycles,
and TLB misses caused stalled cycles occupy 41%. Thus, our optimization strategy focuses on how to optimize the memory access of the $Occ$ function.

This observation is the main motivation of our optimizations, which will be presented in Section IV.

IV. Locality-Aware BWT-Based Alignment Design

In order to improve memory-access efficiency in BWT-based alignment, we propose a locality-aware backward search design, which exploits the locality of memory accesses to the BWT table from a batch of reads. Specifically, as discussed in Section III, the computation of occurrences, i.e., the $Occ$ function, is the main source of cache and TLB misses. As shown in Algorithm 3, our design batches the occurrence computation from different reads by swapping the inner and outer loops of the original BWA implementation. To take advantage of CPU caching and prefetching, our design reorders memory accesses by grouping together the occurrence computation that accesses adjacent buckets of the BWT table.

A. Reordering Memory Access with Binning

To reorder memory accesses, our design maintains a list of bins, where each bin corresponds to several consecutive buckets in the BWT table. Designing a highly efficient binning algorithm here is challenging as it involves many competing factors. For instance, while binning can help improve memory access in occurrence computation, it also introduces extra memory accesses that can lead to undesirable cache and TLB misses. The design is also complicated by the complex memory hierarchy and prefetching mechanisms of modern processors.

1) Memory-Efficient Data Structure: The preliminary data structure of a bin entry is depicted in the left picture in Fig. 4. $k$ and $l$ are the input of the refactored $Occ$ function, where $k$ and $l$ are corresponding top and bottom in the original BWA implementation, and $r_id$ is the id of the read being processed. Beside the three prerequisite variables, we add a small character array for data preloading to help reduce memory access overhead (discussed in Section IV-B). Such a bin entry requires 28 bytes to store. However, because of the data structure alignment, each element should occupy a multiple of the largest alignment of any structure member with padding, i.e., actually requires 32 bytes in memory. For a large batch of reads, there can be millions of entries, which can consume gigabytes of memory. To preserve the memory-efficiency of BTW-based alignment, we optimize the preliminary data structure as follows.

First, we observe an interesting property of $k$ and $l$ that can help shrink the data structure of a bin entry. In the original BWA implementation, the $k$ and $l$ are 64-bit integers, occupying 16 bytes in total. However, for the human genome, the maximum values of $k$ and $l$ are less than $2^{34}$. Therefore, storing $k$ or $l$ only requires 33 bits, wasting the remaining 31 bits (in a 64-bit integer). To improve memory utilization, we pack $k$ and $l$ into a single 64-bit
integer such that \( k \) takes the first 33 bits, and \( l \) is represented as an offset to \( k \) in the remaining 31 bits. By doing so, the size of the bin structure can be significantly reduced. However, such a design requires the offset between \( k \) and \( l \) to be less than \( 2^{32} \). Extensive profiling using data from the 1000 Genome Project [1] shows that the distance between \( k \) and \( l \) is always less than \( 2^{11} \) except the first iteration (example statistics are shown in Fig. 5(a)). This can also be explained in theory because the FM-index mimics a top-down prefix tree traversal, and as such, the distance between \( k \) and \( l \) decreases quickly as more letters are matched. Based on this observation, we package \( k \) and \( l \) by just skipping the first iteration. In addition, the trend shown in Fig. 5(a) implies that our method can be easily extended and used for larger genomes by skipping more initial iterations.

Second, \( cc \) is a small character array used to temporarily store sub-sequences of reads. As the letters in the sequence reads are A/T/C/G and a few other reserved letters, we can use 4 bits to present \( a \) instead of 1 byte. By doing so, the 8-byte small char array can be packed into 4 bytes, i.e., a 32-bit integer.

The optimized data structure of a bin entry is shown in Fig. 4. With the aforementioned optimization, the size of an entry reduces by half, thus greatly improving memory efficiency. This can also improve cache performance as more entries can fit into a cache line.

![Figure 4](image)

**Figure 4.** The layout of data structure of one element: preliminary (left), and optimized (right)

2) Bin Buffer Allocation: The memory allocation of the bin buffer is complicated by the fact that the number of entries in each bin varies significantly. Dynamic memory allocation can help workaround this variance but will introduce non-trivial overhead with frequent allocation requests. On the other hand, static allocation can reduce memory allocation overhead, but can lead to memory wastage. To achieve a balance between memory utilization efficiency and runtime overhead, we adopt a hybrid approach—which statically allocates a fixed buffer for each bin and uses a large pool to be stored overflow items.

By carefully analyzing the distribution of bucket accesses to the BWT table, we find that the number of accesses of individual buckets is more evenly distributed after the first few iterations. Since searching a read always begins with the same and \( k \) and \( l \) values, the access locations of the BWT table when searching different reads are almost the same for the first iteration. Based on the above observation, our implementation skips the first few iterations before starting the binning process and uses the average number of accesses across all buckets as the size of the preallocated buffer.

3) Cost-Efficient Binning: Compared to the original BWA implementation, our design involves extra computation in the binning process. It is critical to minimize the compute overhead of binning, to avoid offsetting the benefit from memory access reordering. To this end, our implementation simply right-shifts \( k \) and \( l \) to get the corresponding bin bucket numbers. However, the binning process can still introduce non-trivial overhead because it needs to be performed for every calculation of \( k \) and \( l \). To further improve the binning efficiency, we leverage an interesting property from the BWT alignment; that is, the distance between \( k \) and \( l \) narrows fast as the search progresses. Fig. 5(b) shows statistics of the distance between \( k \) and \( l \) for representative input reads. As we can see, in matching reads of length 100, for most iterations (more than 80), \( k \) and \( l \) fall in the same bucket in the BWT table. This is because backward search mimics a top-down traversal over the prefix tree. In fact, this property was also used in the original BWA implementation to improve data reuse; the \( Occ \) function is optimized for the case where \( k \) and \( l \) fall in the same bucket to eliminate duplicated data loading from the BWT table. Based on this observation, our design applies binning only to \( k \), which reduces the binning computation by half.

B. Reducing Binning Overhead with Data Preload

Although the basic binning algorithm can effectively improve locality of memory accesses, it does not come for free. The first two columns in Table I show the comparison between the original BWA and the preliminary binning implementations in cache misses and TLB misses for a representative input file. Surprisingly, while reordering memory access through binning can effective reduce the number of cache misses, it introduces more TLB misses.

With careful profiling, we find that the extra TLB misses are caused by indirect references on the sequence reads;
Algorithm 3 Optimized Burrows Wheeler Aligner

Input: $W$: sequence reads
Output: $k$ and $l$ pairs

1: for $i = \text{len}l - 1$ to 0 do
2: for all bin$_x$ do
3: for all $e_j$ in bin$_x$ do
4: if $i \mod cc\_size = 0$ then
5: preload cc\_size letters from reads to $e_j.cc$
6: end if
7: $a \leftarrow get\_a(e_j,cc,i \mod cc\_size)$
8: $ok \leftarrow Occ(e_j.k - 1,a)$
9: $ol \leftarrow Occ(e_j,l,a)$
10: $e_j.k \leftarrow C[a] + ok + 1$
11: $e_j,l \leftarrow C[a] + ol$
12: if $e_j,k > e_j,l$ then
13: output as result
14: else
15: $y \leftarrow get\_bin\_number(e_j,k)$
16: fill $e_j$ into bin$_y$
17: end if
18: end for
19: end for
20: end for

when backward search needs to fetch the next character from a read, it uses the read id $r$ to locate the corresponding buffer storing the read sequence. As shown in Fig. 7(a), in the original algorithm, the access on a sequencing read is sequential, and thus, fetching read sequence data can benefit from the prefetching mechanism available in modern processors. However, in the preliminary binning design, letters at a location from different reads are processed together as shown in Fig. 7(b). As a consequence, prefetching of sequence data from a read cannot be reused, causing more frequent accesses to read data. As a batch of reads typically occupies several hundreds of megabytes, accessing such a memory space with large strides cause an overflow of the TLB cache.

To mitigate this issue, we add a small character array in each bin entry to periodically store letters loaded from sequence reads. As the character array is embedded in every entry, it will be loaded in the cache when the corresponding $k$ and $l$ are processed, thus greatly reducing TLB misses in fetching the read data. As shown in the third column of Table I, the enhanced binning design can significantly reduce cache misses without incurring extra TLB misses.

Fig. 8 shows the execution profile of the enhanced binning algorithm, collected using Intel VTune. Compared to Fig. 2, the number of non-stall cycles improves from 15% to 30%. Also, the stall cycles caused by TLB misses are greatly reduced. The differences in the execution profiles suggest that our memory-access reordering design is effective in improving memory access efficiency.

C. Multithreading

Multicore architectures add more complexity to our design. False sharing of data between threads can cause thrashing and severely impact performance. A straightforward approach to parallelize our binning design is to have each thread maintain a separate bin and work independently. The disadvantage of such a design is that the memory bandwidth of a multicore processor cannot be efficiently utilized because there is no data sharing between threads. Therefore, in our design, all threads share the same bin structure. A design challenge then lies in how to efficiently synchronize between different threads.
To minimize synchronization overhead, our design maintains two copies of the bin structure. In the beginning, one copy of the bin structure stores all initial values and is marked as read-only. Another copy of the bin structure is marked as write-only. Extensive profiling shows that the processing time of each bin is about the same. Therefore, our design uses a static task-allocation approach, where all bins in the read-only structure are evenly distributed among all of the threads. When processing a bin, each thread computes the $k$ and $l$ of each entry and places them in the corresponding bin of the write-only structure. The read-only and write-only structures are swapped in the next iteration. Such a design reduces the synchronization overhead as there is no need to coordinate accesses to the read-only structure. For the write-only structure, one index is maintained for each bin to mark the last entry in the bin. Thus, a new entry can be safely placed at the end of the bin by executing an atomic add on the index associated with the bin. Our profiling shows that such an design incurs very low overhead, partly because the contention on a particular bin is typically low.

V. PERFORMANCE EVALUATION

We evaluate the performance of our implementation in three aspects: impact of software configuration, impact of micro-architecture, and scalability.

A. Experiment Setup

In order to evaluate the impact of variance of the micro-architecture, particularly cache size, two different Intel Sandy Bridge CPUs are used in our experiments: (1) Intel Core i5 2400 is a high performance quad-core microprocessor with high clock frequency; (2) Intel Xeon E5-2620, a hex-core processor designed for servers, has a lower clock frequency, but is integrated with a large on-chip L3 cache. To eliminate effects of Hyper-threading (HT) on cache performance, we disable HT on the Intel Xeon E5-2620 via BIOS setting.

While our experiments focus on human genome sequencing, none of our analysis is specific to such a genome and easily carry over to other genomic datasets as well. We use sequence datasets from the GenBank database. The read queries used in our paper are from the 1000 Genome Project. To evaluate the impact of read lengths, we choose 4 read queries with different lengths. In the remaining experiments, we use a read query with 100bp as default input.

B. Impact of Software Configuration

In the optimized BWA algorithm, there are three important parameters: (1) preloaded data size - the number of letters in sequence reads preloaded; (2) bin range - the range of bucket access grouped into a bin; (3) batch size - the number of sequence reads loaded into memory to be processed. To achieve optimal configuration of these parameters, we quantify the impacts of the three parameters in this section.

1) Preloading Data Size: The size of preloading data determines the frequency of preloading data. A larger preloaded data size implies less indirect references, but fatter elements and larger memory footprint. In Fig. 9 (a), we can see that when the preloaded data size increases from 4 to 32, the performance improves slightly and peaks at 16.

2) Bin Range: The bin range determine the granularity of memory reordering. A smaller bin range indicates that bucket accesses are more in-order. However, the overhead of binning increases as the bin range reduces. As the cache in modern CPU can be up to several megabytes, which can contain millions of elements, the elements in one bin are unlikely to be evicted before the next bucket is accessed. As we can see in Fig. 9 (b), the overhead of binning increases with decreasing bin range causing the performance to suffer noticeable degradation when the bin range is reduced to 16.

3) Batch size: Batch size is a critical parameter, significantly influencing the overall performance. In Fig. 9 (c), we observe that increasing the batch size dramatically improves cache performance, and consequently the overall application performance. But, increasing batch size barely impacts the performance of original BWA. A large batch size allows more bucket accesses, and more accesses fall into a bin, increasing the possibility that multiple bucket accesses hit the same cache line. Due to memory space limitation, we can maximally get 2.6-fold speedup with 16 GigaBytes memory. If further increasing batch size with larger memory, we can achieve more performance gain.

C. Impacts of Read Length

To clarify the impact of read length, we compare the performance of the original and optimized versions of BWA with different read lengths. We notice that the difference of read lengths has little influence on the speedup of the optimized BWA algorithm as shown in Table.II; that is, the speedup is stable with different read lengths on both single-thread and multi-threaded tests.
Figure 9. Effects of software configuration: (a) preloaded data size, (b) bin range, (c) batch size, default line in each graphs indicates other two parameters are using default setting - batch size: 0x160000, bin range: 24 and preloading data size: 16. To unify the execution time of different batch sizes, the performance is normalized to throughput - reads per second.

Table II

<table>
<thead>
<tr>
<th></th>
<th>SRR003084 (36bp)</th>
<th>SRR003092 (51bp)</th>
<th>SRR003196 (76bp)</th>
<th>SRR062640 (100bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>unopt</td>
<td>opt</td>
<td>speedup</td>
<td>unopt</td>
</tr>
<tr>
<td>single thread</td>
<td>6.21</td>
<td>4.04</td>
<td>1.43</td>
<td>6.87</td>
</tr>
<tr>
<td>multithreads</td>
<td>2.4</td>
<td>1.87</td>
<td>1.28</td>
<td>3.79</td>
</tr>
</tbody>
</table>

D. Impacts of Micro-Architectures

Micro-architectures can differ in several aspects. In this paper, we mainly focus on cache size. To understand the effect of the variation of cache size, we profile both the original and optimized backward search on the two Intel CPU architecture models described in Section V-A.

As shown in Fig. 10, the speedup on the Intel Xeon CPU is not better than that on Intel i5 CPU, despite the larger cache on the Intel Xeon. This is because our optimization mainly improves spatial locality of the algorithm, which is sensitive to cache line size rather than cache size itself. Furthermore, the higher single-core performance on Intel i5 benefits our optimized algorithm. If we restrict the frequency of Intel i5 to 2GHz, which is the same as the Intel Xeon, the speedup drops to close to that achieved by the Intel Xeon (Fig. 10).

E. Scalability

Fig. 11 shows the strong and weak scalability of the optimized BWA algorithm. We notice that the weak scaling of the optimized algorithm is pretty close to ideal, with an approximately 10% loss of scalability going from 1 thread to 6 threads. Strong scaling numbers show a 4.5X speedup with 6 cores (that is, a parallel efficiency of 75%).

We further analyze the loss of scalability for strong scaling in Table III, through a more detailed architectural analysis. We notice that the multithreaded version suffers more cache and DTLB misses due to interference among threads, thus resulting in some loss of performance.

VI. RELATED WORK

With the explosive growth of NGS data, many short-read mapping tools have been developed in the past a
couple of years. Among them, BWT-based tools [8], [6], [7] are becoming popular because of their small memory footprints. Currently, most optimization studies on BWT-based mapping tools focus on accelerators. For instance, BarraCUDA [6], proposed by Petr Klus and Simon Lam, is a GPU-accelerated mapping tools adapted from BWA. BarraCUDA achieves a 3-fold speedup with 8 NVIDIA GPUs over a 12-core CPU. Another GPU-based short read aligner based on BWT released by Liu and Schmidt, CUSHAW [11], achieves a 4-6x speedup with 2 NVIDIA GPUs over a 4-core CPU. Recently, Torres and Espert propose another GPU-based alignment algorithm [14], which is 3-times faster than Bowtie and 4-times faster than SOAP2. Besides GPU acceleration, there have been multiple studies [13], [3] in optimizing BWT-based alignment with FPGA (Field-Programmable Gate Array). Our paper, on the other hand, focuses on optimizing BWT-based alignment on multicore CPUs by remapping the algorithm to better exploit the caching mechanism of modern processors. In addition, our study performs in-depth performance characterization of BWA, which has not been reported by previous work.

Irregular memory access has also been observed for hash-table based short-read mapping tools. Wang and Tang [16] proposed a memory optimization of hash-index for NGS by reordering memory access and compressing the hash-table. Another cache-oblivious algorithm for short-read mapping is proposed by Hach and Hormozdiari [5]. Our paper is the first to investigate locality-aware implementation of BWT-based alignment, which involves more complicated data structures and more sophisticated memory-access patterns.

VII. CONCLUDING REMARKS

In this paper, we first presented an in-depth performance characterization with respect to the memory access pattern and cache behavior of BWT-based alignment. We then proposed a well-designed optimization approach to improve data locality of backward search via binning. Our optimized BWA algorithm achieves up to a 2.6-fold speedup, and a good weak scaling on multicore architectures. As our optimization approach is generic, it can be easily extended and used in other BWT-based applications. In the future, we will extend our work to support inexact matching in BWA.
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