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Abstract As we delve deeper into the ‘Digital Age’, we witness an explosive growth
in the volume, velocity, and variety of the data available on the Internet. For example,
in 2012 about 2.5 quintillion bytes of data was created on a daily basis that originated
from myriad of sources and applications including mobiledevices, sensors, individual
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archives, social networks, Internet of Things, enterprises, cameras, software logs, etc.
Such ‘Data Explosions’ has led to one of the most challenging research issues of the
current Information and Communication Technology era: how to optimally manage
(e.g., store, replicated, filter, and the like) such large amount of data and identify new
ways to analyze large amounts of data for unlocking information. It is clear that such
large data streams cannot be managed by setting up on-premises enterprise database
systems as it leads to a large up-front cost in buying and administering the hardware
and software systems. Therefore, next generation data management systems must
be deployed on cloud. The cloud computing paradigm provides scalable and elastic
resources, such as data and services accessible over the Internet Every Cloud Service
Provider must assure that data is efficiently processed and distributed in a way that
does not compromise end-users’ Quality of Service (QoS) in terms of data availability,
data search delay, data analysis delay, and the like. In the aforementioned perspective,
data replication is used in the cloud for improving the performance (e.g., read and
write delay) of applications that access data. Through replication a data intensive
application or system can achieve high availability, better fault tolerance, and data
recovery. In this paper, we survey data management and replication approaches (from
2007 to 2011) that are developed by both industrial and research communities. The
focus of the survey is to discuss and characterize the existing approaches of data
replication and management that tackle the resource usage and QoS provisioning with
different levels of efficiencies. Moreover, the breakdown of both influential expressions
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(data replication and management) to provide different QoS attributes is deliberated.
Furthermore, the performance advantages and disadvantages of data replication and
management approaches in the cloud computing environments are analyzed. Open
issues and future challenges related to data consistency, scalability, load balancing,
processing and placement are also reported.

Keywords Replication - Data management - Cloud computing systems -
Performance gradation - Data intensive computing

1 Introduction and motivation

An overwhelming flow of data caused by the continuous increase of computational
power has called for a paradigm shift in the computing architecture and large-scale
data processing mechanisms [1]. Data intensive computations are difficult to achieve
because of: (a) the increasing latency gap between multi-core Central Processing Units
(CPUs) and Hard Disk Drives, and (b) the imbalance between data and computing
capabilities of the current computing architecture [2]. Moreover, recent applications
that manipulate huge bytes of distributed data must provide guaranteed Quality of
Service (QoS) during network accessibility [3]. Providing the best effort services by
ignoring the network mechanism is not enough to satisfy the customer requirements
[4].

Recently, “Cloud Computing” has gained great hype, and according to Gartner
cloud computing is a top ten technology of the year 2012 [5]. Cloud computing is
a new paradigm related to the provision of computing infrastructure and is usually
associated with large-scale data processing mechanisms. The cloud reduced the cost
of managing software and hardware resources by pushing the infrastructure to the net-
work, which allowed users to access services anywhere around the world [1]. Amazon,
Google, IBM, Facebook, and Microsoft have started to establish data centers that host
cloud computing applications in geographically distributed locations [6]. To deliver a
desirable level of performance to the end users, the cloud must operate in a smooth
and efficient way. Moreover, to ensure efficient data management (reading, writing,
and storage), security, and availability, a data management system is required that effi-
ciently manages the cloud computing-based software (load-balancer, SQL appliance,
NoSQL appliance, monitoring appliance) and hardware services [virtual machines
(VMs), storage, and network] [7]. Furthermore, on-premises enterprise data manage-
ment systems have a large up-front cost of hardware and software that makes data
management systems an ideal choice to deployed in the cloud [8].

Conventionally, relational databases and file systems were used to store data. How-
ever, with the growing demands of user, size of data, and need to get more information
from the data, the utility of simpler storage systems that are easy to manage at a large
scale increases. Data is an important entity in the cloud environment, and a proper, well
maintained, and efficient system must be deployed to ensure reliability and availability
of data. Some examples of cloud management platforms are Cassandra [9] and Hive
[10] in Facebook, and HBase [11] in Streamy. A good data management system must
have the ability to provide data security, availability, accessibility, and fault tolerance
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at all levels. Moreover, a system where data replication is used can provide better
aforementioned abilities and response time, which are crucial from the perspective of
the end users [12].

Data replication has been widely studied in the domain of distributed and cloud
computing, such as in [13-27]. The data replication is a mechanism in which the data
or some fragments of data are stored at multiple nodes or servers [28]. If one of the
nodes is not accessible then the data can be accessed from a different node [29]. Data
replication also involves staging, placement, and movement of data across a cloud.
Data staging is a term used for storing data temporarily for processing at later stages
of execution. In cloud computing systems, if a shared resource is not available then
the data is “staged-in” at the site of execution. After the execution of “staged-in” data,
the data is “staged-out” of the storage. Data placement is the process of placing data at
different locations, and data movement is concerned with how: (a) data must be moved
to preserve replication levels and (b) data will be accessed from different locations.
Different techniques that divide the file into multiple blocks and distribute the blocks
to data nodes for parallel data transfer were used previously for performance enhance-
ment in the cloud, such as in [30,31]. However, in the abovementioned mechanism a
node may be unreachable due to a failure, which is a norm rather than an exception. If
one block is not available, then the whole file is not accessible. Efficient data sharing
in systems is complex because of node failure, unreliable network connectivity, and
limited bandwidth. The abovementioned issues must be given due consideration while
implementing the cloud-based data management system architecture. To avoid per-
formance degradation, data management and replication techniques must be designed
with the goal of achieving QoS.

1.1 Performance measurement and analysis of the cloud services for data
management applications

Considerable facts are available that suggest that revenue is directly influenced by
the performance of services [32]. In an experiment by Google, a 20 % revenue loss
was reported due to a delay of 500 ms in response time. Moreover, Amazon reported
a sales decrease of 1% due to an additional response time of 100ms. The afore-
mentioned examples indicate the importance and impact of the performance of the
cloud services. Furthermore, the due consideration that needs to be given to, and the
benefit of, performance to the cloud services are also obvious from the examples.
The examples create a strong motivation to study and analyze the performance met-
rics of the cloud services (such as availability, throughput, and response time) for
the data management and replication techniques. Therefore, we have analyzed data
management and replication mechanisms based on the aforementioned performance
metrics.

In this section we will discuss in detail the QoS metrics that are used to quantify
the performance of the cloud services. Notably, the performance prediction in the
case of shared resources, such as I/O, has been found to be complicated [33,34]. The
situation becomes much complicated in context of cloud services due heterogeneity,
workload interference, and variable Internet latencies. Moreover, the abovementioned
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Fig. 1 Classification of SLA factors and performance metric distribution

phenomena can cause a certain amount of variation in the performance of clouds and
are an active area of research [35].

The performance of a cloud services is negotiated between the CSP and the applica-
tion provider/end-user via Service Level Agreement (SLA) based contract agreement
that outlines the scale and scope of the QoS parameters [36]. A SLA can help improve
the performance of clouds as it bounds a CSP to meet the agreed QoS in terms of
availability, response time, and other parameters. Other QoS parameters that are con-
sidered in a SLA, includes privacy, data encryption, security, monitoring, auditability,
human interaction, certification, metrics, transparency, regulatory compliance, hard-
ware failure, and data retention/deletion, as depicted in Fig. 1 and elaborated below
[37]:

e Privacy is the isolation of private data and applications in an environment that
has multiple concurrent users of the system. A SLA should clearly address how
privacy will be achieved.

e Security refers to the set of policies, technologies, and controls that must be imple-
mented to protect data, the application, and associated infrastructure. Security is
another factor of high concern for a cloud service. The cloud provider must under-
stand the end user requirement and must enable appropriate control and federated
patterns accordingly.

e Data encryption refers to the techniques that transform simple text into cypher text
or any other form that is unreadable to unauthorized users. Encryption algorithms
and relevant details, along with the policies to control the accesses to the data,
must be pointed out clearly in the SLA (document).

e Performance definition is a term used to elaborate QoS parameters such as response
time, throughput, and server availability in certain conditions. The aforementioned
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measurements are usually not known to the service users, so clear description of
these terms must be included in the SLA.

e Monitoring is a process of continuous observation of the performance of cloud
services that notices and reports any potential breach from the CSP or service end
users. To avoid conflicts between users and service providers, a third party that is
usually neutral is inducted for monitoring. The aforementioned inducted party is
responsible for reporting violations of the agreement, monitoring, and measuring
the critical service parameters from both sides.

e Auditability is the ability to assess the systems and procedures of service providers.
Users are liable for any breaches that occur with data loss or accessibility. The SLA
must clearly state when and how an audit can occur.

e Human interaction refers to the responsiveness of the service provider whenever
a request is dispatched. On-demand is a basic feature of the cloud, but in certain
rare cases human interaction is required. Therefore, an SLA should adhere to this
factor for some exceptional cases.

e Transparency refers to the extent to which nothing is hidden from the service users.
If any critical data or application in the SLA is breached then service providers
must be proactive in notifying the users

e Metrics refers to aspects that can be measured and monitored, such as throughput,
reliability, and durability, as listed in Fig. 1. The metrics must be objectively and
unambiguously defined in the SLA.

Performance of the cloud can be measured, monitored, and compared through
the metrics shown in Fig. 1. The metrics are also known as the QoS attributes
or parameters. Some other common metrics used for measuring the QoS of cloud
services are: (a) throughput, (b) reliability, (c) load balancing, (d) durability,
(e) elasticity, (f) agility, (g) automation, and (h) customer service response time
[37].

The performance measurement criteria of cloud computing systems are huge,
and to cover every aspect in one paper is infeasible. Therefore, in this survey the
scope is narrowed to factors related to data-intensive cloud computing systems.
The list of metrics used for the comparison and analysis of existing literature in
this survey are: (a) Availability (the probability that a system is alive and func-
tioning well in a stated environment, or the degree of liveliness of the system), (b)
Reliability (the probability that a system will operate predictably under the stated
environmental conditions over a specific period of time), (c) Scalability (the prop-
erty of the system to grow, usually achieved by adding or upgrading hardware),
(d) Fault-Tolerance (the ability of the system to respond gracefully to any unex-
pected failure of software or hardware), (e¢) Load balancing (the property of or
methodology used by the system to divide the workload across servers, network
links, CPUs, disks or other resources to achieve optimal utilization, throughput max-
imization, reduced response time and avoid overloading), (f) Throughput (amount
of data or size of the message a system can process or transact per unit of time),
and (g) Consistency (the probability that a system will not derive contradictory
statements).
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Fig. 2 A taxonomy of performance metrics used to study data replication and management strategies

1.2 Role of data management and replication in attaining high performance

Data management and data replication are the key elements instrumental for the
success of the data-intensive applications in cloud computing environments [6,38].
Data management strategies provide scalability, adoptability, load and user balancing,
multi-tenancy, and flexibility to the cloud services. Furthermore, availability, fault-
tolerance, and failure recovery can be achieved through proper implementation of
data-replication mechanisms over the cloud services [6]. These aspects require an
adequate consideration towards the successful implementation of data intensive cloud
computing systems. In the aforementioned respect, a fundamental understanding of
the terminologies “Data Management” and “Data Replication” is compulsory to con-
ceptualize the landscape of the novel field of cloud computing.

To comprehend the impact of data management and replication mechanisms on
the cloud computing environment, the most well-known and widely used approaches
are studied and compared at a single platform using some of the performance metrics
discussed in Fig. 1, as shown in Fig. 2. Moreover, we have analyzed and compared
the performance of data management and replication mechanisms based on the QoS
metrics discussed in Sect. 1.1. Furthermore, the performance advantages and disad-
vantages of each approach along with the assumptions made for each mechanism are
discussed. The study will help to define the strengths and imperfections of features
with respect to the adaptation to the cloud computing services. Several studies related
to data management and replications are available in the literature, such as [8,39-
41]. However, to the best of our knowledge no survey is written that discusses and
compares data management and replication approaches on the basis of performance
metrics. Knowing the characteristics of the applications and how data is managed
allows for optimistic utilization of network mechanisms in the cloud. Therefore, this
survey can be useful for the networking community.

The highlighted contributions of the survey are:

(a) analyzing the performance advantages and disadvantages of the current state-of-
the-art data management systems and data replication mechanisms in the cloud
environments,

(b) comparing data management systems and replication mechanisms based on the
SLA performance metrics,
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(c) demonstrating the impact of different technical issues on the performance of sys-
tems and mechanisms, and

(d) identifying the open challenges and issues in the field of data replication and
management in a cloud.

The remainder of the survey is organized as follows. Section 2 presents an
overview of the service models, goals, and challenges involved in the cloud com-
puting environment. Data replication, including an overview, goals, techniques,
and the comparison of the techniques, is discussed in Sect. 3. Section 4 cov-
ers data management, including an overview, goals, platforms, and the compari-
son of data management techniques. The survey concludes with Sect. 5, which
includes a discussion on the open research issues of data replication and manage-
ment.

2 Cloud computing

The vision of cloud computing is to provide computing services in a manner sim-
ilar to daily utilities, such as power and water. There has been a lot of discussion
in industry and academia about the scope, definition, and future of cloud com-
puting [42—44]. According to the National Institute of Standards and Technology
(NIST) cloud computing is a model with which a shared pool of resources (net-
works, servers, storage, applications, and services) can be accessed conveniently
and on-demand and that can be released with service provider interaction [1]. There
are several characteristics of cloud computing, such as: (a) On-demand Self-service
(users can independently and automatically utilize computing powers, such as server
time and storage), (b) Broad-Network Access (user can access capabilities through
heterogeneous platforms such as laptops and PDAs), and (c) Resource Pooling
(resources, such as memory bandwidth and processing are available to any con-
sumer).

Cloud computing is further classified into the categories of: (a) Software as a Ser-
vice, in which applications or software are offered as services in real time to multiple
organizations and end-users, (b) Platform as a Service, which provides a higher level
environment where developers can build customized applications, and (c) Infrastruc-
ture as a Service (IaaS), which provides virtual resources, such as virtual machine
servers (e.g. Amazon EC2), storage systems (e.g., Amazon S3), routers, bandwidth,
network, switches, and other related tools that are necessary to build an application
environment [8]. Every category has a different purpose that offers different facil-
ities to businesses and individuals. These categories are also known as the models
of cloud services [45]. Figure 3 depicts the categories along with examples of each
service provider, and Fig. 4 shows the possible variations of cloud computing mod-
els.

The success of the cloud computing paradigm is a direct derivative of the advan-
tages it provides to industries and organizations [46,47]. There are several issues
and challenges that may hinder the successful implementation of data replication and
management systems in cloud computing environments, as depicted in Table 1 [7,48—
55].
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3 Data replication in cloud computing

3.1 Overview and previous research

Replication in cloud computing can be defined as placing multiple instances or copies
of data across multiple data center locations (servers, nodes) [56]. A simple example
of data replication is the practice of keeping multiple copies of an important document

to recover in case of any failure or damage to the primary copy. Similarly, business
organizations, governments, and other companies replicate the important financial,
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Table 1 Cloud computing goals and challenges

Cloud computing

Goals Challenges
Reduced operational costs Security and privacy issues
Adhering to service level agreement (SLA) Lack of trust

Heterogeneous cost model
Failure recovery or backup Bandwidth and latency uncertainty
Increased processing power Maintaining the SLA under
Collaborative tools utilization Performance uncertainties
Achieving energy efficiency Lack of interoperability

Lack of quality assurance body

personal, and legal data to guarantee security, availability, and durability [29]. Exam-
ples of data storage services that have implemented replication techniques are Google
file services (GFS) [57], and Amazon Simple Storage Service (Amazon S3) [58].

Data replication is used to increase the data availability of large-scale cloud
storage systems. Data Objects and files are divided into several blocks and spread
across the servers to enable parallel access that achieves high aggregate bandwidth.
Replicating objects across the nodes has potential benefits [59]. However, main-
taining replicas in excess can incur high overhead [60]. The number and place-
ment of replicas is a key issue in data-replication management [61]. To under-
stand how the number of replicas influences the availability and performance, an
experiment is performed in [62]. The experiment is performed with the node fail-
ure ratios (failed nodes divided by total number of nodes) of 0.2 and 0.1. Exper-
imental results illustrate that as the number of replicas increases, the availability
increases until the maximum availability is reached, and the addition of replicas
after the maximum point has no bearing on the system performance. Another obser-
vation from the experiment is that a lower node failure ratio reduces the number
of replicas needed to reach maximum availability. Therefore, the goal must be to
place the minimum number of replicas that satisfy the availability requirements.
The purpose of almost all replication approaches or techniques is to improve the
performance of the system (availability, reliability, fault tolerance) by keeping the
cost (time) as low as possible. Replication is mandatory for systems where require-
ments are fault-tolerance and reliability, as established in the real world example of
OceanStore [63].

The number of replicas needed and the placement of replicas is termed Replica
Placement Problem (RPP), sometimes known as file allocation problem [64]. The
number and location of replicas is an important aspect in replication management and
performance enhancement. Studies [60,65—67] have proved that access latencies were
reduced when the replica was placed in close proximity to the original on the servers.
However, the trends change in RPP with advancements in the distributed systems
[68]. In this survey we are concentrating only on techniques that perform or use file
(unstructured data) replication.
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Chu was one of the first researchers who worked on the file allocation prob-
lem (also termed as RPP) in a year 1969. A simple model that allows only non-
redundant file allocation was proposed by Chu in [69,70]. The goal was to reduce
the read and write cost with limited storage constraints at every site. In 1972,
Casey [71] proposed a method of allocating multiple copies of files in an infor-
mation network by introducing a distinction between queries and updates. The dis-
tinction was introduced because the update has to be performed in all copies and
the query needs to access only one of the copies, which keeps the consistency in
all replicas. In 1974, Eswaran performed a research and find out the file allocation
problem is NP-complete problem [72]. In 1976, another approach was proposed
by Mahmoud that suggested a change in the hardware as well as in the allocation
of the files [73]. Moreover, Ref. [73] uses heuristic approach to develop a solu-
tion. In 1979, the file allocation problem was discussed in a distributed environ-
ment by Ramamoorthy [74]. Later in 1985, the file allocation problem was dis-
cussed under local area network environment with broadcasting abilities by Wah
in [75]. This is the time when the development in file allocation problem starts
progressing.

3.1.1 Distributed parallel file system (DPFS)

A DPFS stripes the data over different servers to achieve high performance in High
Performance Computing (HPC) systems. Usually, DPFS uses Object Storage Device
(OSD) for small chunks of data along with the centralized servers of metadata. Some
of the well-known DPFES are briefly discussed below.

Lustre is a parallel-distributed file system that is used at many HPC centers around
the world. Lustre was developed in 1999 at CMU and is now owned by Oracle. Lustre
is hosted on a Linux operating system environment. Different kinds of nodes and roles
are defined in Lustre by the separation of file data from the metadata using an object
storage environment. Lustre usually consists of thousands of clients, Object Storage
Servers, and a pair of failover metadata servers. More information about lustre can be
found in [76].

Cloudstore (previously known as kosmosfs), is a distributed file system that is used
to provide high performance with availability and reliability [77] and is built on the idea
of GFS. The intention of cloudstore was to provide the backend storage infrastructure
for data intensive applications such as data mining, cloud computing, grid computing,
and search engines. The architecture of cloudstore consists of the: (a) metadata server,
(b) Block server, and (c) Client library.

Parallel virtual file system (PVFS) is an open source file system that is widely
used in real production clusters and is widely supported by an active developer base
[78]. PVFS is a user level parallel file system that was designed for high-performance
access to large data sets. Applications that use PVFS are Argonne National Lab, Sandia
National Labs and Ohio Supercomputer Centers.

The following section briefly discusses various data replication and placement tech-
niques that are implemented (between the periods of 2009-2011) for cloud computing
environments in order to improve QoS parameters or metrics. Figure 5 provides tax-
onomy of strategies that are discussed in the paper.
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Fig. 5 A taxonomy and description of data replication strategies

3.2 Data replication approaches

Ikeda et al. [29] proposed a distributed data replication protocol for file versioning. File
versioning is termed as the process of maintaining several versions of files. Reference
[29] focused on the applications where the frequency of requests for newer version
files is higher than for older version files. A distributed data replication protocol that
supports file versioning is also proposed. Moreover, an analytical model is constructed
for the optimal allocation of resources when the number of replicas and the read request
frequencies of each version are provided. Three versions of the files are supported by
the proposed protocol. In the protocol, only the client-sides are allowed to perform
read and write operations, which improve availability by eliminating single point
of failure. Replica nodes do not have any information about versions and only the
clients are aware of the versions and cyclic alignment. The read and write requests are
blocked during the write operation, causing large overhead in the cost (time) of the
approach. Ikeda et al. [29] have proved the scalability and tolerance of the approach
through simulations and experimentations. The strength of the proposed approach is
the ability to hold several versions of the file to facilitate varied needs of numerous
users. Moreover, as stated in Table 2, data recovery, scalability, and fault tolerance
are some of the positive aspects of the approach. However, to manage and maintain
multiple versions of the files require more resources and as the system expands the
maintenance becomes complex and resource requirements increases exponentially.
This may also lead to increase in cloud service leasing costs.

Wei et al. in [62] focused on the problems of: (a) placing replicas to effectively dis-
tribute the workload amongst data nodes and (b) computing the number of replicas that
are needed for satisfying the availability requirement. In the abovementioned perspec-
tive, Ref. [62] proposed a Cost-Effective Dynamic Replication Management (CDRM)
scheme that aims to provide cost-effective availability, improved performance, and
load balancing of cloud storage. The strength of this approach is to build up a cost
model that captures relationship between availability and replication that is used to
determine if the availability requirements can be satisfied or not. Wei et al. in [62]
considered the relationship between availability and the number of replicas for cap-
turing the relationship. CDRM calculates and maintains a minimal number of replicas
based on the availability requirements and can dynamically redistribute the workload
to the data centers in a cloud computing environments. The aforementioned is done by
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adjusting the number and location of replicas according to the changing workload. The
placement of replicas is based on node capacity (how many replicas can be stored) and
blocking probability (number of replicas required to reduce access skews). Keeping
replicas active improves the availability, load balancing, and the overall performance,
provided that the replicas and requests are rationally distributed [12,79]. Reference
[62] implemented CDRM in Hadoop Distributed File System (HDFS) and uses B+
tree to manage and update the system. The high blocking probability of a node causes
the same node to be selected over and over again that causes imbalance in the system.
Although, CDRM deal with the said imbalance by distributing the load, the imbalance
still occurs, which the system has to deal repeatedly. This in turn also leads to the per-
formance degradation. Moreover, Wei et al. in [62] demonstrate that CDRM satisfies
availability requirements along with improved access latencies, load balancing, and
system stability.

Bonvin et al. in [80] proposed a self-organized, fault-tolerant, and scalable scheme,
termed Skute, for cloud data storage that dynamically allocates resources to several
applications in a cost-efficient and fair way. Moreover, Skute dynamically adapts to
load and disaster by determining the cost-efficient locations based on popularity. The
rent (cost of using cloud services) and query response time are made efficient by
using a self-managed key-value store. The scheme also offers and maintains multiple
differentiated guarantees to all of the applications, regardless of the failures. Skute has
a concept of Virtual Economy, in which every data partition (key range in a consistent
hashing space) has the choice to make that depends on the benefit maximization.
The utility offered, storage, and maintenance costs are usually considered for benefit
maximization. To achieve the aforementioned maximization, the data partition can
remove, replicate, or migrate itself. Furthermore, for several query rates and storage
requirements an optimal resource allocation mechanism is developed that balances the
query processing overhead and the availability objectives. Skute is designed for the
purpose of: (a) minimum response time for read and write operations, (b) cost efficient
replica dispersion, (c) distinguished availability guarantees for every data item, and (d)
minimization of storage and bandwidth consumption [81]. Through experiments and
simulations, the authors Bonvin et al. in [80] proved that the approach provides benefit
maximization, fast convergence, and low communication overheads. The strong point
of Skute is the provision of replication management scheme to evaluate replica prices
and revenue across different geographic locations that relies on equilibrium analysis
of data placement. However, the approach is not appropriate for high-quality content
delivery, because of inaccurate transfer rate allocation [82]. Moreover, the entries of
the routing tables are potentially very large that cause lookup time to increase.

Gao et al. [28] discussed the consistency between multiple data replicas. Reference
[28] proposed the use of lazy update propagation to maintain consistency amongst
the replicas in a cloud. In the lazy approach, the update is propagated to all other
replicas after the update is committed to the original site. The lazy update operation
reduces the transactional size, and the overall performance is improved due to fewer
deadlocks. The authors in [28] have focused on a specific lazy replication scheme,
termed “Lazy Master Replication” [59]. The approach can help increase the throughput
of the information and data services, while decreasing the response time. Moreover,
one of the strength of the approach is to allow consistent database maintenance, no
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transactions, and consistent snapshot of local data. However, the concurrent behavior
of the requesting programs may cause exhausted database connections due to a large
number of threads running at the same time. Furthermore, the primary copy may
become a bottleneck and it must be placed online.

Yangqi et al. [83] proposed a Two-level Distributed Hash Table (TDHT) approach
in distributed clouds when data partitioning is used to address the problems of: (a)
applying lazy updates and (b) costly communications that occur during consistency
verification. The proposed TDHT approach is the hybrid of data replication and par-
titioning. DHT approach is adopted by Yangqi et al. to eliminate the need of directory
management, which is one of the major issues in data-partitioning-based systems [83].
The conventional centralized partitioning systems have the problem of scaling up as
the system size grows. However, DHT can scale up easily because of the properties
it holds, such as bounded hops and consistent hashing, as it was designed for peer-
to-peer file sharing systems. A Two Level Access protocol is also designed by the
authors to compare the performance of TDHT with the Distributed Version Server
(DVS) [84]. The storage servers are divided into groups based on the locality. In every
group, Short Secret Sharing, which is a well-known partitioning approach, is applied
to each data object and the shares are distributed to servers in the group. The shares are
then replicated to the other groups. Lazy approach is used to perform the updates that
significantly reduce the user-perceived access latencies. The forte of the approach is
to provide better user perceived update response latency and better read access latency
then DVS. Moreover, consistent share verification is independently performed within
a group, which reduces server-to-server communication cost. Furthermore, to achieve
better performance, one-hop-routing DHT [85] scheme is used in both server and
group levels. However, the approach has two important limitations. Firstly, it does not
support range query because of the inherent design issue of DHT and secondly, lack
of support for data migration leads to load-imbalance across the storage services. The
management of shares and replicas becomes complex as the system is evolved.

According to Wang et al. [86], Hadoop provides high availability within a limited
scope at a high cost of enhancement. Many mission critical applications that require
high availability use Hadoop, which is designed to support data intensive distributed
applications [11]. Hadoop uses the HDFS for storing data. By default, HDFS replicates
the data. According to Wang et al. [86], metadata is stored on one node, allowing a
system to be affected by a single point of failure. Reference [86] removed Hadoop’s
single point of failure to attain high availability through metadata replication approach.
The solution is based on the phases of: (a) initialization, (b) replication, and (c) failover.
In the initialization phase, the standby nodes are registered to a primary node and the
initial metadata (version file and system image file) of the standby node is placed at the
primary node. In the replication phase, the metadata, such as outstanding operations
and lease states, is replicated. In failover phase, all communications are taken over by
the newly elected primary node. The solution proposed by Wang et al. [86] identifies
several critical nodes to provide high availability. Two nodes, (a) Namenode and (b)
Jobtracker, are declared critical and are used by Wang et al. [86] to remove the single
point of failure in Hadoop. The topological architectures of nodes are supported in
the proposed execution environment are: (a) Active-Standby Topology, which consists
of one active critical node and one standby node, and (b) Primary-Slaves Topology,
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which consists of one primary critical node and several slave nodes [86]. To reduce
the overhead of replication, only metadata is replicated instead of a complete data
copy. Moreover, experiments performed by authors illustrate the feasibility of, and
effectiveness in, attaining high availability by measuring the failover time and run-
time replication overheads. Furthermore, to maintain consistency among nodes, the
authors use a three-phase commit protocol with non-blocking capability [87]. The
highlighted aspect of the approach is to present an adaptive method that uses metadata
replication of the NameNode for failover recovery to reduce the failover duration.
However, the issue of single point of failure with Hadoop is still not solved by the
approach [88]. Moreover, the approach is suitable for medium and not for higher
number of I/O requests.

Bessani et al. [89] presented a system, DEPSKY, whose strength is to guarantee
integrity, availability, and confidentiality of data stored on the cloud storage, by imple-
menting encryption and replication on diverse commercial clouds. Byzantine Quorum
System Protocols, Cryptographic Secret Sharing, and Erasure codes are combined to
achieve the aforementioned objectives even in the presence of failures, data losses,
and corruptions in some of the clouds. Reference [89] addresses the limitations of a
cloud, such as loss and corruption of data, loss of privacy, loss of availability, and
vendor lock-in. Four commercial clouds are used for deployment, and Planet-Lab (an
open platform) is used to run clients and to access the service from heterogeneous geo-
graphical locations. DEPSKY needs a library to manage: (a) the heterogeneity of the
interfaces and (b) the format of data accepted by each cloud. Two protocols are also pro-
posed. The first DEPSKY protocol, which improves availability and integrity through
replication using quorum technique, is termed Available DEPSKY (DEPSKY-A). To
overcome the limitation in security of the DEPSKY-A, second protocol Confidentiality
and Available DEPSKY (DEPSKY-CA) was proposed. DEPSKY supports multiple
writer-locks and has read optimization protocols. Other protocols are provided by
DEPSKY, such as garbage collection and cloud reconfiguration. Through extensive
simulation and experiments, Bessani et al. [89], demonstrate that the proposed system
can provide confidentiality and high availability. Since many distributed cloud services
are combined together to achieve performance, it results in aggravated network upload
and download cost. Moreover, DEPSKY does not provide IaaS model and does not
protect data in TaaS clouds that provide VMs to the user [90].

Tsai et al. [91] proposed Service-Level MapReduce (SLMR), a new service replica-
tion scheme that allows a cloud to adjust its service instance deployments in response
to existing and projected service request loads. In a cloud environment, services wait
to serve the requests of users. If a service receives more requests than it can handle,
additional resources need to be acquired. The SLMR is based on MapReduce, which
is a parallel processing mechanism commonly used in cloud environments, such as
Google App Engine (GAE). The SLMR includes dynamic service replication and pre-
deployed service replication. Moreover, (a) a passive SLMR approach, which depends
on the Cloud Management Service (CMS), and (b) an active SLMR approach, which
does not need support from the CMS, are introduced in [91]. Tsai et al. [91] use
MapReduce to split a task into smaller tasks, distribute the tasks to all nodes, and
execute the tasks in parallel. The phases involved in MapReduce are: (a) map and
(b) reduce. Reference [91] implemented map and reduce as library functions instead
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of services. Tsai et al. [91] developed two strategies for composing service-oriented
MapReduce applications: (a) Passive Service Replication Strategy (PSRS) and (b)
Active Service Replication Strategy. CMS manages the SLMR processes. Input data
is split into partitions according to user requirement service capabilities and processor
capacities. Map services are selected based on the request to make the service different
from other map services. The CMS dynamically creates an appropriate number of map
services, split services, shuffle services, cache services, reduce services, and output
services, based on processing capacity and the timing constraints. The strength of the
proposed technique is the ability to adjust its service instance deployment according
to the load of running and anticipated service requests. However, the approach does
not present any specific strategies for provisioning resources for computational tasks.
Moreover, if the CMS overloads, then the PSRS will affect the performance of the
cloud.

Cecchet et al. [92] address the challenges of providing shared-nothing replicated
database in the cloud environment by using cloning techniques to produce database
replicas. Reference [92] proposed Dolly, which is a system that dynamically pro-
vides database replicas in the cloud by efficiently using VM snapshots and cloning
techniques. The VM of an existing replica is cloned, including the operational envi-
ronment, database engine with all configurations, settings, and the database. In Dolly,
the cloned VM is initiated on a new physical machine that results in a new replica
that needs to be synchronized with other replicas before processing user requests.
Dolly incorporates a network performance model for the estimation of latency based
on the: (a) snapshot size and (b) database resynchronization latency that incurred for
producing a replica (copying data across servers). The aforementioned network per-
formance helps in guiding the replica scheduling process before the projected network
traffic (workload) could increase. Moreover, an intelligent scheduling technique is also
implemented in Dolly to determine whether to use a new VM snapshot or to use an
older snapshot for scheduling replica creation activity. Furthermore, to optimize the
resource usage administrators can tune the scheduling decisions, which are achieved
by implementing a user-defined cost function to characterize database-provisioning
policies in a cloud platform. The strength of Dolly is to create a new database instance
in advance from a disk image snapshot and replays the transaction log to bring the
new instance to the latest state. However, the instance created may take some warm-up
time that can further degrade the performance. The authors Cecchet et al. [92] imple-
mented the proposed system on commercial-grade open source databases and used
public (Amazon EC2) and private clouds for demonstrating the optimized resource
usage through the proposed cost estimation function.

Twin Peak Software [93] proposed a patented file system that is developed and
implemented on Solaris and Linux, termed Mirror File System (MFS) [94]. MFS
allows real-time replication between two servers. Moreover, the update can be repli-
cated to an additional server or servers. When a MFS system receives an update from
the application, all of the files linked by the MFS are updated in real-time [95]. All
access to files and directories in both file systems are controlled by MFS. The replica-
tion process is transparent to the user. Moreover, the user application performs normal
file and directory operations, such as read and write. Read operations only need to go
to one file system for accessing the data. However, MFS also makes sure that updates
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are propagated to all of the file systems to make data consistent across all mirrored
systems. Experimental evaluation has shown that MFS achieves better performance,
security, and availability in the cloud [93]. The strength of the MFS is to replicate live
files between geographically distant systems in real time. However, if one replica is
updated, then all of the replicas have to be physically updated. Therefore, to reduce
the cost of writing replica, it is imminent to develop an optimized and efficient replica
placement technique.

Curino et al. [96] proposed Schism, a hybrid data replication and partitioning
approach, to improve the scalability of distributed databases. The Schism models
the system as a directed graph, where nodes and edges represent tuples and transac-
tions, respectively. The inputs to the proposed system are a database, the representative
workload, and the number of desired partitions. The basic steps involved in Schism
are: (a) data pre-processing, which computes the read and write sets for each input
transaction in the workload, (b) graph creation, representing database and workload
in terms of a graph, (c) graph partitioning, which produces a balanced minimum-cut
partitioning where each tuple is assigned to one partition and each partition is assigned
to one physical node, (d) partition explanation, which analyzes the statements from the
input workloads to extract the list of attributes and rules, and (e) final validation, which
is the cost of per-tuple partitioning and range partitioning compared with hash and full
table partitioning. The output of the Schism is a partitioning and a replication strategy
that minimizes the overall cost of running the query against the stored database tuple.
Distributed transactions are expensive in Online Transaction Protocol (OLTP), which
is why graph partitioning algorithms are used in Schism to find the balanced partitions
that can approximately minimize the number of multi-site transactions [96]. Moreover,
a number of heuristics containing sampling and grouping of records are proposed to
reduce the complexity of the graphs and to optimize the performance. Furthermore,
a decision tree based approach to explain the partitioning in terms of a compact set
of predicates is proposed. The authors Curino et al. [96] demonstrate through exper-
iments that Schism is highly practical and provides better partitioning performance
and ease of integration to existing databases. The strength of the approach is to find
out the balanced partitions that can minimize the number of multi-sited transaction
by using the graph partitioning algorithms. The focus is on fine grained partitioning
that is beneficial for OLTP. However, the proposed approach is not appropriate for the
complex and long queries that span around large data and tuples, such as in case of
data intensive applications.

3.2.1 Discussion

The breadth of the research challenges as regards to data replication in cloud computing
systems is very large, such as transactional replication, state machine replication, data-
base replication, disk storage replication, and file-based replication. The approaches
discussed in Sect. 3.2 are designed for a specific data management use-case or appli-
cation. For example, the approach discussed in [29] is suitable for applications where
user access patterns are imbalanced, such as most users access latest news, while others
access older versions that may have been published few days ago. However, the cost
of managing replicas in [29] is much higher as compared to other approaches, such as
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[62] and [80]. Maintaining consistent replicas is one of the major issues in replication.
The approach in [28] discusses the consistency of multiple replicas using lazy update
that improves the throughput and response time. Reference [83] targeted the anom-
alies of using lazy updates and proposed a hybrid approach that provides better update
response and read access latency. A method for failover recovery to reduce the failover
time is proposed in [86]. To overcome the challenges in cloud services, such as loss
and corruption of data, privacy, loss of availability, an approach is proposed in [89],
which provide guaranteed data integrity, availability, and confidentiality. In general,
most of the replication approaches are designed to provide availability of the data (as
shown in Table 2). However, the application in which they can be implemented may
vary. Accordingly, the performance may vary based on the application type.

The comparison of data replication techniques discussed in Sect. 3 is given in
Table 2. A thorough analysis of each technique is presented with the summary on: (a)
advantages, (b) disadvantages, (c) assumptions, and (d) the SLA metrics addressed
in a particular technique. The legends for Table 2 are: (a) availability (AT), (b) fault
tolerance (FT), (c) scalability (ST), (d) throughput (TP), (e) load balancing (LB), (f)
reliability (RT), and (g) consistency (CT). NA denotes “Not Available”. The symbol
“[X]” s used to represent that the particular metric is not discussed in the paper, and
the“v”” and “x” symbols are used for “Provided” and “Not provided”, respectively.

4 Data management in cloud
4.1 Overview

The goals of cloud computing based data management systems and approaches include
availability, scalability, elasticity, performance, multi-tenancy, load and tenant bal-
ancing, fault tolerance, ability to run in a heterogeneous environment, and flexible
query interface [46,47,97,98]. There are several challenges that hinder the successful
deployment of data intensive applications on the cloud, including availability of a
cloud service, data confidentiality, data lock-in, data transfer bottlenecks, application
parallelization, shared-nothing architecture, performance unpredictability, and appli-
cation debugging in large-scale distributed systems [6,97]. Researchers have proposed
different strategies for enabling efficient data management systems using the cloud
services. In this section we discuss different data management techniques proposed
by researchers to achieve different performance goals and to deliver the required QoS
to the end users.

The following section explains some of the data management approaches and sys-
tem that are recently (2007-2011) been deployed in the cloud environment. Figure 6
shows taxonomy of the data management strategies studied in the paper.

4.2 Data management approaches and systems
Zhang et al. [99] proposed a multi-dimensional index approach that supports point and

range queries for managing data stored over cloud services. Lack of efficient indexing
techniques limits cloud based storage services, such as Amazon S3 and Azure Blob to
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— Zhang et al. [79] (indexing approach for managing data stored over cloud)
L Tiwari et al. [82] (developed a framework to deploy database as a service)

t— Chang et al. [83] (design and implementation of big-table)

Cloud _ (CloudData — L Cooper et al. [85] (proposed PNUTS, a massive scaled database system)

Computing Management X . .
L Simmhan et al. [86] (built a workbench for data management in the cloud)
L Isared et al. [89] (distributed-execution system for coarse-grain data-parallel applications)

t—Das et al. [91] (proposed ElasTras, to provide scalable transactional data access)

L Hsieh et al. [95] (proposed SOLMR, which is a data management system for the cloud)

Fig. 6 A taxonomy and description of data management strategies

support only simple keyword-based queries rather than efficiently resolving complex
queries [11,57]. Data stored over the cloud storage service changes constantly and
increases at an exponential rate, which makes indexing a complicated task. Reference
[99] proposed a possible solution for supporting range queries by combining the R-Tree
[100] and KD-Tree [101] to organize data records and perform fast query processing
and efficient multi-dimensional indexing. Moreover, to accommodate the challenge of
maintaining a consistent indexing structure on a large, transient data volume, Zhang et
al. [99] proposed a cost-estimation-based strategy that can update the index structure
effectively. A series of experiments were performed to illustrate that the scalability of
the proposed indexing technique with the increase in the data volume and velocity.
Moreover, the approach is generic and is not dependent on the underlying virtualization
architecture, which makes the proposed approach suitable to implement on any cloud
computing platform. The strength of the approach in [99] is the provision of fast
query processing and efficient index maintenance by combining R-Tree and KD-Tree.
Moreover, the aforementioned also supports: (a) multi-dimensional queries including
range and point queries, and (b) data mining algorithms, such as K-Means and DBScan.
However, because of the distinct master and slave nodes structures, the application of
the approach is not possible to a typical DFS, such as GFS and HDFS [102].

Tiwari et al. [103] proposed a consistency model for a data store in the cloud
and developed a framework towards the goal of deploying Database as a Service
(DaaS). The DaaS over the cloud requires consistency across the data partitions and
replicas [103]. The desirable aspect is the provision of cost-effective algorithm that
ensures distributed consistency of data without compromising availability for fully
replicated data. Moreover, the proposed approach deals with the elastic and scalable
transaction management without any loss of functionality. The paper [103] targeted the
data intensive applications that needed stronger consistency guarantees. The general
architecture of the system consists of a node, which is a virtual-machine instance. Each
virtualized node consists of data objects, an update queue, a queue manager, Interest
Groups (IG), and Transaction Managers (TM). The IG is used for servicing client
requests. The algorithm presented by Tiwari et al. is dynamic and takes into account
the current performance of the network, while undertaking data replication or transfer
operations [103]. As long as the IG is up to date and running, the copies across the nodes
are consistent and synchronized. The latency of the access for the application depends
on two factors: (a) the current size of the IG and (b) the number of working replicas
(the size of the IG is dynamically varied based on the number of working replicas).
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When a replica in the IG fails, the IG is automatically re-instantiated. Therefore, the
performance of the approach does not suffer because of the IG replica failure. A large
number of IG instances can lead to higher write latency for the application, as the
TMs have to wait for large number of acknowledgements. On the other hand, a small
number of IG would lead to larger update queues at each replica and will ultimately
have more queuing delay. The approach may have low performance due to the fact
that only a small number of nodes from the whole system are used for the replication.
In the said perspective, latency may increase for some other nodes.

Chang et al. [104] discuss the design and implementation of big-table that are
used by Google and other application-engine data stores. Structured data designed to
scale to a huge set of commodity servers can be stored by the big-table. The afore-
mentioned is a popular storage system used by most of the products and projects
designed by Google, including Orkut, Google Docs, and Google Earth. A variety of
demanding workloads that require throughput and data that is sensitive to latency,
such as batch-processing jobs, can be achieved through the use of big-table. Fully
relational data models are not supported by the big-table. Big-table is a distributed,
sparse, multidimensionally-sorted map, which is indexed by a row key, column key,
and a timestamp, where every value is an uninterrupted array of bytes [104]. The
row keys are arbitrary strings of up to 64KB in size and data is maintained in lex-
icographic order by row key. Column keys are grouped into a set of column fam-
ilies, which are used to form the basic unit of access control in the big-table. The
timestamp, which is a 64-bit integer, is used to index the versions of data stored in
the big-table. Big-table uses Application Programing Interface (API) that provides
the function of creating and deleting tables and column families. The API also per-
forms the function of changing the cluster, table, and column family metadata. Some
of the building blocks of big-table, such as Google File System, are rented from
Google [57]. Moreover, cluster management system is used to schedule jobs, manage
resources on shared machines, and machine failures. Chubby is a distributed lock-
ing service that forms the basis for the big-table [105]. Chubby performs several
tasks in big-table, such as (a) ensuring that at least one master node is active all the
time, (b) big-table data bootstrap location storage, (c) storage of schema informa-
tion, and (d) listing access controls. The tasks that Chubby performs are critical to
the functionality of big-table. If Chubby becomes unreachable for a certain period of
time, then the whole big-table operation stops. The performance analysis provided by
Chang et al. [104] demonstrated that big-table can help data intensive applications
in attaining high performance and availability. Moreover, the size of the clusters can
be easily scaled up by adding more machines as the resource demands change. The
nucleus of the approach is the ability to scale to a very large size and to support
varying demands of applications in terms of size of data and latency requirements.
Big-table provides a simple data model that supports dynamic control over data lay-
outs and formats. However, it weakens the ‘A’ (atomicity) guarantee from Atomicity,
Consistency, Isolation, and Durability (ACID) by not offering a complete relational
API. The only atomic sequence offered is read-modify-write sequence on data stored
under a single row key [6]. Moreover, support for secondary indexes, multiple table
creation, materialized views, and hash arranged tables, are not evidently discussed
[106].
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Cooper et al. [106] proposed Platform for Nimble Universal table Storage (PNUTS)
to serve the data for the web applications rather than supporting complex queries.
PNUTS is a massive scale hosted database system that provides (a) data storage orga-
nized as hashed or ordered tables, (b) low latency for large numbers of concurrent
requests such as updates and queries, and (c) consistency guarantees. The PNUTS
serves online workload, which contains queries that read or write single records.
However, multiple records can be retrieved in parallel by using a “multiget” operation
provided in PNUTS and specifying primary keys and predicate. The router component
is responsible for routing a query (the storage unit required to be accessed for the read
or write purpose). The primary key spaces of the tables are divided into intervals,
where each interval leads to one tablet. The boundaries of each tablet map storage
units to the tablet. Join operations are not supported by the PNUTS query model, as
joins are considered too expensive in massive-scale systems [106]. The concept of
log or archive is not available in PNUTS. However, if the update is not completed
or lost before being applied to the disk, then PNUTS uses a redo log for replaying
the update. APIs supported by the PNUTS are: (a) Read-Any (returns any possible
version available from the record), (b) Read-Critical (returns versions that are nearly
as new or as new as the required version), and (c) Read-Latest (returns the latest ver-
sion of the record). Read-Critical and Read-Latest have higher latency and accuracy
than Read-Any. To manage the operational load, Ref. [106] designed the system to
cover and scale: (a) multiple replicas worldwide, (b) failover automation, and (c) load
balancing. Moreover, the experimental results demonstrate that an efficient level of
performance can be achieved under a variety of load conditions for individual record
lookups and range scans. The strong point of PNUTS is the provision of efficient read
access to geographically distributed clients, while providing serial writes. Moreover,
application level guarantees are provided by serializing all requests to the same key.
However, no consistency amongst the keys is provided in the PNUTS. Furthermore,
the said approach weakens the consistency model by adopting a form of timeline con-
sistency so that all replicas do not have to agree on the current value of the stored
data.

Simmbhan et al. [107] built a Trident scientific workflow workbench for data man-
agement in the cloud. The extensiveness of instruments and sensors that observe the
physical and biological world brings huge quantities and a diverse range of rich data
[108]. Therefore, data management of workflow in the cloud needs consideration. In
this aspect, Ref. [107] investigated two classes of workflows: (a) Science Application
workflows and (b) Data Preparation workflows. The workflows were used to drive
common and discrete requirements from workflow systems in the cloud. Simmhan
et al. [107] further use workflow examples from two collaborations, the North-East
Pacific Undersea Networked Experiments (NEPTUNE) oceanography project and
the Pan-STARRS astronomy project [109], to draw the comparisons. Furthermore, a
number of collaborative roles for large scale data intensive computing, such as Pan-
STARRS and NEPTUNE, are also defined by Simmbhan et al. [107]. The roles are: (a)
Producer (generates Level-0 data), (b) Curator (maintains the integrity of the shared
data contributed by the producers), (c) Data Valet (produces the shared data products),
(d) Publisher (builds and operates the entry point to search, curate, and use the data
products), and (e) Consumer (the scientist or researcher performing an investigation).
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The data valets and curators bear a greater responsibility, as the actions can potentially
impact all consumers in ways that are often unknown to the consumer. Analysis of the
workflow classes can guide the evolution of managing data flow systems in a cloud
environment. Simmbhan et al. [107] identified two important classes of workflow users,
(a) Data Valets and (b) Domain Researchers. Trident focused on extending the func-
tionality of the commercial workflow management system, which resulted in a smaller
code to maintain, improved performance, and a complete requirements understanding
unique to a scientific workflow running on the cloud. The strength of Trident is to
build workflows with control and data flows from built-in and user-defined activities.
The activities include control flow operations, invocation of web services, and SQL
querying. However, open provenance model is not supported by the native Trident
model and integrating both of the models is a complex task.

Isared et al. [110] discuss Dryad, a general-purpose distributed-execution sys-
tem introduced by Microsoft for coarse-grain data-parallel applications. Dryad was
designed to achieve scalability from small clusters of computers to data centers with
thousands of computers. The strength of the Dryad execution engine is to handle sev-
eral issues and complexities, such as the creation of large (concurrent and distributed)
applications, scheduling, recovery, and data transportation. Moreover, Dryad provides
flexibility by providing fine control to the developers on the communication graph and
routines running inside the Dryad. Communication flow determines the overall struc-
ture of the job in Dryad. Communication flow consists of vertices and edges, where
vertices represent the program and edges represent the data channels. During runtime
the computational graph is automatically mapped to the physical resource. Structured
items are transported on each channel in a finite sequence. A job manager in Dryad,
responsible for coordination of the job, can be run at the user workstation or within
the cluster. Features of the job manager include: (a) construction of the job communi-
cation graph through the application specific code and (b) the work scheduling across
the resources that are available. The data can be sent directly in the graph between
the vertices. Dryad uses its own high-level language that is the generalization of two
other execution environments such as SQL and MapReduce. The aforementioned lan-
guage is termed DryadLINQ [111]. The generalization between the environments is
achieved: (a) through an expressive data model adopted by strongly typed .NET objects
and (b) by providing support for imperative and declarative operations within the high
level programming language. DryadLINQ provides a powerful hybrid of declarative
and imperative programming. The aforementioned is achieved by exploiting the LINQ
(Language Integrated Query). The purpose of the system design is to provide a flexi-
ble and efficient computation in any LINQ enabled languages such as C# and Visual
Basic. Data parallel portions of the program are automatically translated in a distrib-
uted plan, which is then sent to the Dryad execution platform for execution. Reference
[110] demonstrated an excellent behavior in scaling and performance of Dryad on
small-scale and large-scale clusters. Dryad puts disk materialization steps between
data flow stages that causes the Dryad iterative jobs to reload the data from disks,
incurring a significant performance penalty. Moreover, a complex programming inter-
face is required to support encapsulating multiple asynchronous stages into a single
process. Furthermore, the aforementioned is only targeted to batch processing and not
for continuous queries.
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Dasetal. [112] proposed Elastic Transaction data Store (ElasTraS), which addresses
the issue of scalability and elasticity to provide scalable transactional data access.
ElasTraS provides elasticity similar to that of elastic cloud, with the additional provi-
sion of transactional guarantees. Reference [112] combined previously proved elastic
databases and scalable systems, such as [104,113,114] to deal with the concurrency
control, isolation, recovery, and the limitations of distributed database systems. Elas-
TraS consists of: (a) transactional managers, responsible for transactional guarantees
and providing elastic scalability with increase in demands, (b) application and web
servers, which interact with the database, (c) load balancer to handle requests and
implement the load balancing policy, (d) a higher level transactional manager, which
receives requests from the load balancer and determines whether to execute the request
locally or to forward it to the owning transaction manager, (¢) an owning transaction
manager, which has the rights to access the data by the transaction, (f) the distributed
storage layer, which stores actual data for data store, and (g) a metadata manager,
which manages information, such as system state and metadata, for the tables. The
strength of the proposed approach is the provision of transactional guarantees along
with the concurrency control, recovery, and isolation. ElasTraS supports static and
dynamic partitioning. However, in dynamic partitioning transactional guarantees are
limited to single partition because the applications are not aware of the other partitions.
Moreover, ElasTras offers limited transactional semantics (mini-transactions) when
dynamic partitioning is performed on the dataset and has no support for structuring
computations [115].

Hsieh et al. [116] proposed SQLMR, which is a data management system for the
cloud. SQLMR combines SQL and MapReduce. The desirable aspect of the approach
is the combination of the aforementioned technologies that inherits the programming
advantages of SQL along with the fault tolerant, heterogeneous, and scalable func-
tionalities of MapReduce. Moreover, Ref. [116] provides a compiler to translate SQL
programs to MapReduce. Furthermore, a technique to dynamically convert SQL files
to HDFS that is to be accepted as an input to MapReduce runtime engine is pro-
posed. The input to SQLMR is SQL queries that are translated into the MapReduce
jobs. The architecture of SLMR consists of: (a) a SQL-MapReduce compiler, which
converts SQL statements to sequential MapReduce jobs, (b) a query result manager,
which searches the log to find if similar query results are available in the cache, (c) a
database partitioning and indexing manager, which is responsible for managing data
files, partitioning the new data, and creating indexes, and (d) an optimized Hadoop,
which is responsible for the generation of optimized MapReduce jobs. Hsieh et al.
[116] conducted several experiments to illustrate the scalability of data and system
with respect to increasing data sizes. The approach suffers from the network load
unbalancing because of the random placement of reducers, causing the reducers to
become stragglers on a busy rack.

4.3 Discussion
Itis noteworthy to consider that every data management system has been implemented

to achieve different degree of performance metrics, such as consistency, scalability,
and fault tolerance. Therefore, it is not straight forward to compare the aforemen-
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tioned systems. However, we attempt to compare the systems under some common
features. The big-table is built on column families having a low level query interface.
Moreover, eventual consistency model is used to ensure consistency and performance
requirements. Compared to big-table, PNUTS uses key-value store data model with
timeline consistency model that weakens the consistency of the system, while focusing
on the performance and availability of the data. The Dryad, on the other hand, uses
relational store data model and follow strict consistent consistency model to ensure
the consistency and availability requirements. Similarly, the approach presented in
[103], ensures distributed data consistency without compromising availability but is
not as scalable as big-table and PNUTS. The query processing mechanism and index
maintenance of the approach proposed in [99] is fast and efficient as compared to the
other approaches discussed in Sect. 4.2. One system cannot be best for all the work-
loads and different systems make different tradeoffs to provide optimized results.
In general, maintaining ACID guarantees in the presence of replication is very hard.
Moreover, according to CAP theorem [117], two out of three (consistency, availability,
and partitions) properties can only be provided by any system.

The comparison of data management platforms that are discussed in Sect. 4 is
given in Table 3. Analysis of each platform is presented with the: (a) advantages,
(b) disadvantages, (c) assumptions, and (d) SLA metrics addressed in a particular
technique. The legend for Table 3 is the same as that of Table 2.

5 Conclusions, open research issues, and future directions

In the last few decades, data has been produced in massive quantities by the Internet
connected devices and applications. Continuous increases in the computational power
and the advancements in recent technologies are the main reasons behind the data
growth [1]. In this paper we have studied Data Replication and Management, two
instrumental technologies that are widely used to manage massive quantities of data
on cloud services. These techniques are required to assure strict QoS on data oper-
ations (search, upload, download, replicate, and the like). A comprehensive survey
of techniques along with the (a) advantages, (b) disadvantages, (c) assumptions, and
(d) SLA-based performance metric topographies are explored in this paper. The tech-
niques are compared and analyzed based upon the abovementioned features. We also
analyze the working of numerous data replication techniques and how data-intensive
applications are deployed in the cloud. The knowledge provided in the paper can be
further exploited to design and model new mechanisms or approaches in the cloud.
Furthermore, the analysis of each approach, issue, and suitability to support and oper-
ate in certain environments led us to the identification of the following open research
issues.

e Managing data consistency in data replication: Maintaining the consistency of the
data across a number of mirrored nodes is a very complicated task in distributed
data replication systems as compared to centralized systems. Moreover, maintain-
ing consistency while balancing the cost of read and write operations is another
major concern. Several protocols have been proposed in [29,118-122] to address
this issue. There are different techniques of read and write operations that are used
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by different protocols to maintain the consistency between the data. For exam-
ple in [29], write operations are assumed to occur very rarely in the applications.
When any write operation is to be performed, all other read and write requests are
blocked, which causes a huge overhead, narrows the applicability, and limits the
system dependability. Therefore, there is a need for an efficient technique that can
effectively overcome the aforementioned limitations while balancing the cost of
read and write operations. Conflict Resolution and data consistency is also main
concerns in data replication. Several tools and techniques have been proposed to
maintain consistency by using conflict resolution strategies [123]. However, the
time between the failure and triggering the conflict resolution strategy is an issue.

e Scalability problem: The databases scales-up in many dimensions, such as data
structures, no. of users, network complexity, size, and distance. Therefore, all of the
aforementioned aspects must be addressed as a whole, so that the resources can be
allocated in a way that can meet the requirements of a data intensive application
[124]. The design alternatives for the development of distributed data manage-
ment system are usually accompanied by some performance implications. The
suitability of distributed transaction mechanisms, such as two-phase locking and
two-phase commit protocol, in a WAN-based distributed environment is a big
question. Moreover, the feasibility and scalability of protocols and algorithms as
the system grows geographically, is another concern [125,126]. Furthermore, the
overheads of replica control protocols, such as ROWA, increases as the number
of replicas increases. For example, in ROWA, read operation is translated to one
physical read but a write operation is translated to physical writes on all of the
copies.

e Requirements mismatch between DBMS and distributed operating system: There is
arequirement mismatch between the DBMS and the underlying operating systems.
Functions, such as support for distributed transaction, concurrency control and
recovery, management of distributed persistent data, and access methods, are either
not provided or not fully supported by the distributed operating systems. Moreover,
the support for the aforementioned functions can affect the performance of the
systems [127]. Furthermore, the conventional functions, such as task and buffer
management, perform by the distributed operating systems needs to be modified to
support distributed DBMS [128]. The coupling of DBMS and distributed operating
system is a complex task and the architectural framework of commercial operating
systems does not allow a trivial incorporation of the considerations.

e Communication channels: Network communication and other related problems are
always related to distributed environment. Similarly, data replication and manage-
ment systems in cloud also have to deal with the said problems. Reliable communi-
cation channels have to be implemented to ensure data availability and to avoid data
loss during normal operations. A lot of research has been done in developing group
communication protocol, as in [129]. To ensure in order replica updates, a reliable
multicast with total order is required in data replication and the presence of group
communication limits the scalability for the aforementioned [129]. Moreover, the
group communication layer makes the configuration and tuning of the network
difficult. Furthermore, there are several tradeoffs between ease of configuration,
flow control, and performance, such as TCP performance in network switches vs.
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UDP multicast. Network latency and unreliability of long distance links are big
hurdles in the extension of multi-master replication to WAN [130]. The bandwidth
availability is increasing, but the physical constraints on latency over worldwide
links limits the evolution of latency. DBMS communicate with database drivers
using TCP connections, which offers reliable communication and in order packet
delivery. However, to detect connections failure it relies on timeouts. In case of a
network failure, the communication is blocked till the keep-alive time is expired.
The aforementioned, results in an unacceptable long time of blockage (from 2 s to
2h) that affects the performance and availability of data.

e Energy efficient data management: Efficient utilization of energy can radically
reduce the cost of a cloud application. According to a certain estimate, the total
operational expenditure of cooling and powering a data center is 53 % of the over-
all cost. In the U.S. the total energy consumed by the data centers is more than
1.5% of the total energy produced by U.S., and the percentage is projected to
grow 1.8 % annually [131]. Therefore, the CSPs have to develop a management
platform that not only provides flexibility, scalability, multi-tenancy, and other ser-
vices, but also reduces the energy consumption while meeting the standards and
regulations implemented by the relevant governments. To overcome the challenge
of implementing the aforementioned platform, a number of approaches from sev-
eral authors have been proposed, such as discussed in [132] and [133]. Design
of efficient hardware that can minimize energy use by powering off certain idle
components is now trivial [134]. Moreover, there are software-oriented techniques
to improve energy efficiency like Energy-Aware Job Scheduling [135,136], and
Server Consolidation [137]. Some network protocols and infrastructures are also
designed for the same purpose. Efficient routing tables can also be designed which
can switch off the idle routes and save the energy.

e Backups: A fundamental part of replicated and data management systems is the
backup. For large and problematic backups, the databases are taken offline. The
performance of the systems is usually degraded during the backup operations.
The backup time is not only the time to dump the data, it also involves the time to
resynchronize the replicas by reapplying all the updates missed during the backup.
Therefore, the backup time can take several hours depending on the size of database
that results in a performance gradation.

Other issues related to the use of data replication and database management systems
to support data management platforms over high performance computing systems,
such as clouds, are listed below.

(a) There exists a lack of powerful I/O optimizations that can harness parallel I/O
capabilities of current multiprocessor architectures [138].

(b) Data consistency and integrity semantics provided by almost all DBMS are an
added obstacle in achieving high-performance.

(c) There exists a lack of application-specific access pattern information.

(d) Current I/O access strategies and optimizations are targeted at only a few well-
defined access and storage patterns [138].

(e) Distributed query and transaction processing.
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We have highlighted some of the aforementioned research issues involved in data
replication and management in cloud. Future directions may involve striving for the
solutions of the above issues. For example, one way to deal with the scalability issue
is to develop measurement tools and performance models. However, performance
models for distributed DBMS have not been extensively studied. A proper discussion
for the solutions of the issues listed above can easily be the topic of a paper about
the size of this paper. Therefore, we have only highlighted some of the open research
issues, there are many other important technical problems that await solution and new
ones may also arise as a result of the technological changes.
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