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Abstract—Over the last 2-3 years, the importance of data-intensive computing has increasingly been recognized, closely coupled with the emergence and popularity of map-reduce for developing this class of applications. Besides programmability and ease of parallelization, fault tolerance is clearly important for data-intensive applications, because of their long running nature, and because of the potential for using a large number of nodes for processing massive amounts of data. Fault-tolerance has been an important attribute of map-reduce as well as in its Hadoop implementation, where it is based on replication of data in the file system.

Two important goals in supporting fault-tolerance are low overheads and efficient recovery. With these goals, this paper describes a different approach for enabling data-intensive computing with fault-tolerance. Our approach is based on an API for developing data-intensive computations that is a variation of map-reduce, and it involves an explicit programmer-declared reduction object. We show how more efficient fault-tolerance support can be developed using this API. Particularly, as the reduction object represents the state of the computation on a node, we can periodically cache the reduction object from every node at another location and use it to support failure-recovery.

We have extensively evaluated our approach using two data-intensive applications. Our results show that the overheads of our scheme are extremely low, and our system outperforms Hadoop both in absence and presence of failures.
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I. INTRODUCTION

The availability of large datasets and increasing importance of data analysis in commercial and scientific domains is creating a new class of high-end applications. Recently, the term Data-Intensive SuperComputing (DISC) has been gaining popularity [1], reflecting the growing importance of applications that perform large-scale computations over massive datasets.

The increasing interest in data-intensive computing has been closely coupled with the emergence and popularity of the map-reduce approach for developing this class of applications [2]. Implementations of the map-reduce model provide high-level APIs and runtime support for developing and executing applications that process large-scale datasets. Map-reduce has been a topic of growing interest in the last 2-3 years. On one hand, multiple projects have focused on trying to improve the API or implementations [3], [4], [5], [6]. On the other hand, many projects are underway focusing on the use of map-reduce implementations for data-intensive computations in a variety of domains. For example, early in 2009, NSF funded several projects for using the Google-IBM cluster and the Hadoop implementation of map-reduce for a variety of applications, including graph mining, genome sequencing, machine translation, analysis of mesh data, text mining, image analysis, and astronomy1.

Even prior to the popularity of data-intensive computing, an important trend in high performance computing has been towards the use of commodity or off-the-shelf components for building large-scale clusters. While they enable better cost-effectiveness, a critical challenge in such environments is that one needs to be able to deal with failure of individual processing nodes. As a result, fault-tolerance has become an important topic in high-end computing [7], [8]. Fault tolerance is clearly important for data-intensive applications because of their long running nature and because of the potential for using a large number of nodes for processing massive amounts of data.

Fault-tolerance has been an important attribute of map-reduce as well as in its Hadoop implementation [2]. Traditionally, two common approaches for supporting fault-tolerance have been based on checkpointing [9] and replication [10]. Among these, replication has been used in map-reduce implementations, i.e., the datasets are replicated by the file systems. The simple and high-level processing structure in map-reduce further helps ease maintaining consistency and correctness while recovering from failures.

In supporting fault-tolerance, low overhead and efficient recovery are two of the important challenges. By low overhead, we imply that adding failure recovery capabilities should not slow down the system significantly in the absence of failures. By efficient recovery, we imply that, in case of a failure, the system should recover and complete application execution with reasonable time delays.

With this motivation, this paper presents an alternative approach for supporting data-intensive computing with fault tolerance. Our approach is based on an alternative API for developing and parallelizing data-intensive applications. While this API provides a similar level of abstraction to the map-reduce API, it differs in having a programmer-declared

1http://www.networkworld.com/community/node/27219
reduction object. This API, particularly the reduction object, forms the basis for low-cost and efficient support for fault-tolerance. The key observation is that the reduction object is a very compact summary of the state of the computation on any node. Our approach for supporting fault-tolerance involves frequently copying the reduction object from each node to another location. If a node fails, the data not yet processed by this node can be divided among other nodes. Then, the reduction object last copied from the failed node can be combined together with the reduction object from other nodes to produce final (and correct) results. Note that our work only targets the failure of processing nodes, and it assumes that all data is still available.

Our approach has been implemented in the context of a data-intensive computing middleware, FREERIDE-G [11], [12]. This middleware system uses the alternative API to develop scalable data-intensive applications. It supports remote data analysis, which implies that data is processed on a different set of nodes than the ones in which it is hosted.

We have evaluated our approach using two data-intensive applications. Our results show that the overheads of our approach are negligible. Furthermore, when a failure occurs, the failure recovery is very efficient, and the only significant reason for any slowdown is because of added work at other nodes. Our system outperforms Hadoop both in absence and presence of failures.

The rest of the paper is organized as follows. In Section II, we explain our alternative API and then describe the FREERIDE-G system in which our approach is implemented. Details of our fault tolerance approach and implementation are described in Section III. The results from our experiments are presented in Section IV. We compare our work with related research efforts in Section V and conclude in Section VI.

II. BACKGROUND: PROCESSING API, REMOTE DATA ANALYSIS, AND THE FREERIDE-G SYSTEM

This section gives an overview of the alternative API on which our work is based. We then describe the remote data analysis paradigm and the FREERIDE-G system, which uses this alternative API and supports remote data analysis.

A. API for Parallel Data-Intensive Computing

Before describing our alternative API, we initially review the map-reduce API which is now being widely used for data-intensive computing.

The map-reduce programming model can be summarized as follows [2]. The computation takes a set of input points and produces a set of output \{key, value\} pairs. The user of the map-reduce library expresses the computation as two functions: Map and Reduce. Map, written by the user, takes an input point and produces a set of intermediate \{key, value\} pairs. The map-reduce library groups together all intermediate values associated with the same key and passes them to the Reduce function. The Reduce function, also written by the user, accepts a key and a set of values for that key. It merges together these values to form a possibly smaller set of values. Typically, only zero or one output value is produced per Reduce invocation.

Now, we describe the alternative API this work is based on. This API has been used in a data-intensive computing middleware, FREERIDE, developed at Ohio State [13], [14]. This middleware system for cluster-based data-intensive processing shares many similarities with the map-reduce framework. However, there are some subtle but important differences in the API offered by these two systems. First, FREERIDE allows developers to explicitly declare a reduction object and perform updates to its elements directly, while in Hadoop/map-reduce, the reduction object is implicit and not exposed to the application programmer. Another important distinction is that, in Hadoop/map-reduce, all data elements are processed in the map step and the intermediate results are then combined in the reduce step, whereas in FREERIDE, both map and reduce steps are combined into a single step where each data element is processed and reduced before the next data element is processed. This choice of design avoids the overhead due to sorting, grouping, and shuffling, which can be significant costs in a map-reduce implementation.

The following functions must be written by an application developer as part of the API:

Local Reductions: The data instances owned by a processor and belonging to the subset specified are read. A local reduction function specifies how, after processing one data instance, a reduction object (declared by the programmer), is updated. The result of this process must be independent of the order in which data instances are processed on each processor. The order in which data instances are read from the disks is determined by the runtime system.

Global Reductions: The reduction objects on all processors are combined using a global reduction function.

Iterator: A parallel data-intensive application comprises of one or more distinct pairs of local and global reduction functions, which may be invoked in an iterative fashion. An iterator function specifies a loop which is initiated after the initial processing and invokes local and global reduction functions.

Throughout the execution of the application, the reduction object is maintained in main memory. After every iteration of processing all data instances, the results from multiple threads in a single node are combined locally depending on the shared memory technique chosen by the application developer. After local combination, the results produced by all nodes in a cluster are combined again to form the final result, which is the global combination phase. The global combination phase can be achieved by a simple all-to-one reduce algorithm. If the size of the reduction object is large, both local and global combination phases perform a parallel
merge to speed up the process. The local combination and the communication involved in the global combination phase are handled internally by the middleware and is transparent to the application programmer.

\[
\text{FREERIDE}\n\begin{align*}
\text{While()} & \{
\text{Foreach(element e) } \{ \\
\text{(i, val)} & = \text{Process(e)} ; \\
\text{RObj(i)} & = \text{Reduce(RObj(i),val)} ; \\
\text{Global Reduction to Combine RObj } \\
\}
\text{Map-Reduce}\n\begin{align*}
\text{While()} & \{
\text{Foreach(element e) } \{ \\
\text{(i, val)} & = \text{Process(e)} ; \\
\text{Sort (i,val) pairs using i } \\
\text{Reduce to compute each RObj(i) } \\
\}
\end{align*}
\end{align*}
\]

Fig. 1 further illustrates the distinction in the processing structure enabled by FREERIDE and map-reduce. The function \textit{Reduce} is an associative and commutative function. Thus, the iterations of the for-each loop can be performed in any order. The data-structure \textit{RObj} is referred to as the reduction object.

\textbf{B. Remote Data Analysis and FREERIDE-G}

Our support for fault-tolerance is in the context of supporting \textit{transparent remote data analysis}. In this model, the resources hosting the data, the resources processing the data, and the user may all be at distinct locations. Furthermore, the user may not even be aware of the specific locations of data hosting and data processing resources. As we will show, separating the resource for hosting the data and those for processing the data helps support fault-tolerance, since failure of a processing node does not imply unavailability of data.

If we separate the concern for supporting failure-recovery, co-locating data and computation, if feasible, achieves the best performance. However, there are several scenarios co-locating data and computation may not be possible. For example, in using a networked set of clusters within an organizational grid for a data processing task, the processing of data may not always be possible where the data is resident. There could be several reasons for this. First, a data repository may be a shared resource, and cannot allow a large number of cycles to be used for processing of data. Second, certain types of processing may only be possible, or preferable, at a different cluster. Furthermore, grid technologies have enabled the development of \textit{virtual organizations} [15], where data hosting and data processing resources may be geographically distributed.

The same can also apply in cloud or utility computing. A system like Amazon’s Elastic Compute Cloud has a separate cost for the data that is hosted, and for the computing cycles that are used. A research group sharing a dataset may prefer to use their own resources for hosting the data. The research group which is processing this data may use a different set of resources, possibly from a utility provider, and may want to just pay for the data movement and processing it performs. In another scenario, a group sharing data may use a service provider, but is likely to be unwilling to pay for the processing that another group wants to perform on this data. As a specific example, the San Diego Supercomputing Center (SDSC) currently hosts more than 6 Petabytes of data, but most potential users of this data are only allowed to download, and not process this data at SDSC resources. The group using this data may have its own local resources, and may not be willing to pay for the processing at the same service provider, thus forcing the need for processing data away from where it is hosted.

When co-locating data and computation is not possible, remote data analysis offers many advantages over another feasible model, which could be referred to as \textit{data staging}. Data staging implies that data is transferred, stored, and then analyzed. Remote data analysis requires fewer resources at the data analysis site, avoids caching of unnecessary or \textit{process once} data, and may abstract away details of data movement from application developers and users.

We now give a brief overview of the design and implementation of the FREERIDE-G middleware. More details are available from our earlier publications [16], [12]. The FREERIDE-G middleware is modeled as a \textit{client-server} system, where the \textit{compute node} clients interact with both \textit{data host} servers and a \textit{code repository} server. The overall system architecture is presented in Figure 2.

Following is a brief description of four major components of an implementation of our middleware that specifically processes data resident in Storage Resource Broker (SRB) servers.

\textbf{SRB Data Host Server}: A data host runs on every on-line data repository node in order to automate data retrieval and its delivery to the end-users’ processing node(s). Because of its popularity, for this purpose we used Storage Resource Broker, a middleware that provides distributed clients with uniform access to diverse storage resources in a heterogeneous computing environment. This implementation of FREERIDE-G uses SRB server version 3.4.2&G (Master and Agent) as its data host component. PostgreSQL database software (version 8.1.5) and a separate ODBC
driver (version 07.03.0200) were used to support the MCAT, the catalog used to store metadata associated with different datasets, users and resources managed by the SRB.

**Code Repository Web Server:** The code repository is used to store the implementations of the FREERIDE-G-based applications, as specified through the API. The only requirement for this component is a web server capable of supporting a user application repository. For our current implementation and experimental evaluation we used Apache Tomcat Web Server (version 5.5.25) to support the code repository, XML descriptors for end-point addressing, and Java Virtual Machine mechanisms for code retrieval and execution.

**Compute Node Client:** A compute node client runs on every end-user processing node in order to initiate retrieval of data from a remote on-line repository, and perform application specific analysis of the data, as specified through the API implementation. This component is the most complex one, performing data and metadata retrieval, data analysis planning, API code retrieval, and data analysis execution. The processing is based on the generic loop we described earlier, and uses application specific iterator and local and global reduction functions. The communication of reduction objects during global reductions is implemented by the middleware using MPI. Particularly, MPICH-G2 and Globus Toolkit 4.0 are used by this component to support MPI-based computation in grid by hiding potential heterogeneity during grid service startup and management.

**Resource Allocation Framework:** An important challenge in processing remote data is to allocate computing resources for such processing. Additionally, if a dataset is replicated, we also need to choose a replica for data retrieval. We have developed performance models for performing such selection [11] and will be integrating it with the middleware in the future.

Figure 2 demonstrates the interaction of system components. Once data processing on the compute node has been initiated, data index information is retrieved by the client and a plan of data retrieval and analysis is created. In order to create this plan, a list of all data chunks is extracted from the index. From the worklist a schedule of remote read requests is generated to each data repository node. After the creation of the retrieval plan, the SRB-related information is used by the compute node to initiate a connection to the appropriate node of the data repository and to authenticate such connection. The connection is initiated through an SRB Master, which acts as a main connection daemon. To service each connection, an SRB Agent is forked to perform authentication and other services, with MCAT metadata catalog providing necessary information to the data server. Once the data repository connection has been authenticated, data retrieval through an appropriate SRB Agent can commence. To perform data analysis, the code loader is used to retrieve application specific API functions from the code repository and to apply them to the data.

### III. Fault Tolerance Approach

This section describes our approach and implementation for supporting fault-tolerance in a remote data analysis system.

**A. Alternatives**

Replicating jobs in the system is one way of tolerating failures. In this approach, the job that processes the data can be replicated, with all replicas working on the same data. Therefore, all replicas should produce the same output. In case of a failure, the system can continue its execution by switching to one of the other replicas. This approach,
However, can be very expensive in terms of resource utilization. Instead of using more processing nodes for speeding up a single copy of the task, we use the same resources for executing multiple replicas, limiting the speedup of any of the replicas.

Another possibility could be to only replicate the input data. In this case, if a node fails, the jobs based on this data can be restarted on another node, which also hosts a replica of the same data. This is the approach taken by current map-reduce implementations. However, as we will show experimentally, this approach results in a large slowdown if a failure occurs close to finishing a task.

Another popular fault tolerance approach is checkpointing, where snapshots of the system are taken periodically. The state information of an application is stored in persistent storage unit(s). In case of a failure, the most recent state information can be retrieved, and the system can be recovered. The main drawback of this approach is that a system’s state information can be very large in size. This can result in high overheads of taking and storing the checkpoints.

B. Our Approach

Our approach exploits the properties of the processing structure we target. Let us consider the processing structure supported by our middleware, shown earlier in Figure 1, top. Let us suppose the set of data elements to be processed is $E$. Suppose a subset $E_i$ of these elements is processed by the processor $i$, resulting in $RObj(E_i)$. Let $G$ be the global reduction function, which combines the reduction objects from all nodes, and generates the final results.

The key observation in our approach is as follows. Consider any possible disjoint partition, $E_1, E_2, \ldots, E_n$, of the processing elements between $n$ nodes. The result of the global reduction function,

$$(RObj(E_1), RObj(E_2), \ldots, RObj(E_n))$$

will be same for any such disjoint partition of the element set $E$. In other words, if $E_1, E_2, \ldots, E_n$ and $E_1', E_2', \ldots, E_n'$ are two disjoint partitions of the element set $E$, then,

$$G(RObj(E_1), RObj(E_2), \ldots, RObj(E_n)) = G(RObj(E_1'), RObj(E_2'), \ldots, RObj(E_n'))$$

This observation can be exploited to support fault-tolerance with very low overheads. From each node, the reduction object after processing of a certain number of elements is copied to another location. We mark the set of elements that have already been processed before copying the reduction object. Now, suppose a node $i$ fails. Let $E_i$ be the set of elements that were supposed to be processed by the node $i$, and let $E_i'$ be the set of elements processed before the reduction object was last copied. Now, the set of elements $E_i - E_i'$ must be distributed and processed by the remaining set of nodes. Thus, a node $j$ will process a subset of the elements $E_i - E_i'$, along with the set of elements $E_j$ that it was originally supposed to process. The reduction objects resulting after such processing on the remaining $n-1$ nodes can be combined together with the cached reduction object from the failed node to produce the final results. By the argument above, we know that this will create the same final results as the original processing.

Although our system design can be viewed as a checkpoint-based approach, it has significant differences. First, unlike snapshots of the checkpoint-based systems, the size of the reduction object is generally small for most of the data mining applications. Therefore, the overhead of storing the reduction object to another location is smaller than storing the snapshots of the entire system. Furthermore, we do not try to restart the failed process. Instead, by using the properties of the processing structure, the work from the failed node is distributed to other nodes, and final results are computed. Our approach can be viewed as an adaptation of the application-level checkpointing approach [7], [17]. Again, the key difference is that we exploit the properties of reductions to redistribute the work, and do not need to restart the failed process.

C. Fault Tolerance Implementation

We now discuss how our approach is implemented in FREERID-E-G. Figure 3 shows the execution that takes place in compute nodes and the logical data host in FREERID-E-G. The logical data host is a virtual entity representing a set of physical data hosts. The dataset is distributed among the physical data hosts in chunks, which could be considered as equivalent of disk blocks on the file system. Each data chunk has a unique id.

When an application starts, the data chunks are evenly distributed among the compute nodes using the chunk ids. When a compute node starts its execution, it requests the chunk ids, which are assigned to the compute node, and the corresponding data chunks are retrieved from the data hosts. After receiving the requested data chunk, the compute node processes the data and accumulates the results onto the reduction object. The key observation in our approach is that the reduction object and the last processed data chunk id can be correctly used as a snapshot of the system. If this information is stored at another location, it can enable a restart of the failed process at another node. The new process will simply have to process all chunks that have an id higher than the stored chunk id, and were originally given to the failed node.

Furthermore, we can use the property of the reduction we described not just to restart a failed process, but also to redistribute the remaining chunks evenly across other remaining/alive processes. The other processes can accumulate the results of the reduction from the chunks originally assigned to them and the redistributed chunks. The resulting
Figure 3. Application Execution in FREERIDE-G

Execution on the Logical Data Host:

**INPUT:**
- CNs: Set of compute nodes in the system
- CIDs: Ordered set of chunk ids

**OUTPUT:**
- Compute nodes with assigned chunk ids
  
  ```
  (* Find the number of chunks per compute node *)
  ChPN = GetSize(CIDs) / GetSize(CNs);
  (* Assign chunk ids to compute nodes *)
  foreach compute node cn in CNs {
    (* Get compute node id *)
    CNID = GetID(cn);
    (* Find starting and ending chunk ids *)
    StartID = CNID * ChPN;
    EndID = StartID + ChPN;
    (* Assign chunks to the compute node *)
    foreach chunkID cid from StartID to EndID {
      Assign cid to cn;
    }
  }
  ```

Execution on a Compute Node:

**INPUT:**
- CIDs: Ordered set of assigned chunkIDs

**OUTPUT:**
- Reduce: Reduction object
  
  ```
  (* Execute outer sequential loop *)
  while () {
    (* Execute reduction loop *)
    foreach chunk id cid in CIDs {
      Retrieve data chunk c with cid;
      foreach element e in chunk c {
        (i,val) = process(e);
        Reduc(l) = Reduc(l) op val;
      }
    }
    Perform Global Reduction
  }
  ```

Fault Tolerance Implementation:

Overall, the fault-tolerance implementation involves three components:

- **Configuration:** Before compute nodes start their data chunk retrieval and processing, some information should be provided by the programmer to the fault tolerance system. This includes the exchange frequency of reduction objects, destination compute nodes where reduction object will be saved, the number of connection trials before the node is assigned as failed in the system, and exchange method for reduction objects. The frequency of the reduction object implies how frequently the reduction object is replicated in the system. For instance, if the frequency number is 4, the fault tolerance system waits until 4 data blocks have been retrieved and processed, before communicating the reduction object. A larger value reduces the overheads of copying, communicating, and storing the reduction object. However, it can also lead to more repeated work in case of a failure.

- **Fault Detection:** FREERIDE-G invokes an initialization function, which starts peer-to-peer communication among the nodes in which the replicas will be stored. These connections are kept alive during the execution. Whenever a node fails, connections to the failed nodes become corrupt. If the node is still not reachable by any of its peers after a specific number of connection trials, it is considered as a failed node in the system.

- **Fault Recovery:** Computing nodes query if there is a failed node in the system before they enter the global combination phase. If a failed node is determined, then the recovery process begins.

We further explain how our approach is integrated with the processing in FREERIDE-G (Figure 4). First, the system initializes the application specific constant values, such as the node’s address in the network. Second, some of the FREERIDE-G components are registered into our fault tolerance system. This is necessary because in case of a failure, the fault tolerance system needs to interact with the FREERIDE-G components, thus reorganizing the work-flow in order to process the failed node’s remaining data blocks.

The third step starts the fault tolerance communication protocol among the nodes that will exchange the reduction objects. Since this step involves initial data transfer among the nodes, it also exchanges some valuable information such as the data blocks that belong to the nodes. The fourth step shows how we modified the processing structure of FREERIDE-G and port our system into global and local reduction. Specifically, each retrieved data chunk is processed by the local reduction function, and then it is accumulated into the reduction object. The function SetNewStateInformation resets the state values in the fault tolerance system. These values include last processed data block number and current iteration number. The ReplicateSnapshot function invokes the programmer’s API and starts transferring the reduction object.

Currently, our system supports two types of exchange method. The first is synchronous data exchange, which 

...
blocks the application until the fault tolerance system finishes the reduction object exchange. The second method is asynchronous data exchange. If the programmer selects this method in the configuration file, the communication protocol of our fault tolerance system does not block the system’s execution. More specifically, whenever FREERIDE-G invokes the `ReplicateSnapshot` function, the fault tolerance system copies the reduction object into its own context and creates a thread. This thread starts the reduction object exchange. However, if a thread is in progress when the `ReplicateSnapshot` function is called, then system is blocked until it finishes its data exchange. Therefore, if the sum of data chunk retrieval time and data processing time are longer than the reduction object exchange time, the overhead of the fault tolerance system becomes minimal. Our preliminary experiments demonstrated that the asynchronous method clearly outperform the synchronous method. Thus, the results reported in the next section are only from the asynchronous implementation.

If a node finishes processing all of its data chunks, then it is ready to enter the global reduction phase. Before it enters this phase, it calls `CheckFailure` function which is responsible for detecting the failed nodes. If there is no failure, all the nodes enter the global reduction phase without any interruption. Otherwise, if a node is assigned as failed in the system, `RecoverFailure` function is invoked. This function initiates the recovery process, and the remaining data blocks are distributed to the alive nodes in the system. The next step is reorganizing the work flow of the FREERIDE-G and restarting the local reduction loop with failed node’s remaining data blocks. This process continues until all the data blocks are processed. Finally, a global combination is performed using the reduction objects from the remaining nodes, and the cached reduction object(s) from failed nodes.

### IV. APPLICATIONS AND EXPERIMENTAL RESULTS

In this section, we report results from a number of experiments that evaluate our approach for supporting fault-tolerance. The goals in our experiments include the following. First, we want to evaluate the overheads our approach involves if there are no failures. Second, we want to study the slowdown in completion times when one of the nodes fails. We particularly study this factor with varying failure points, i.e., the fraction of the work that is completed by a node before failing. Finally, we compare our approach to the Hadoop implementation of map-reduce using both of the above metrics.

The configuration used for our experiments is as follows. Our compute nodes have dual processor Opteron 254 (single core) with 4GB of RAM and are connected through Mellanox Infiniband (1 Gb). As our focus is on tolerating failures of processing cores, the data is stored on a separate set of nodes. While we can tolerate failures of data hosting nodes by replicating the data, it is not considered in our current work.

For our experiments, we used two data-intensive applications, which are k-means clustering and Principal Component Analysis (PCA). Clustering is one of the key data mining problems and k-means [18] is one of the most popular clustering algorithms. Similarly, Principal Components Analysis (PCA) is a popular dimensionality reduction method that was developed by Pearson in 1901. For k-means clustering experiments, the number of cluster centers was 50 and this resulted in a reduction object with a size of 2 KB. We used two different dataset sizes: 6.4 GB and 25.6 GB. Each dataset was divided into 4096 data blocks and evenly distributed into 4 data hosting nodes. The reduction object size for PCA is 128 KB. For PCA experiments, two different datasets were used: 4 GB and 17 GB, which were again divided into 4096 data blocks.

#### A. Overheads of Supporting Fault-Tolerance

In this set of experiments, we examined the execution of k-means clustering and PCA using three different versions: Without fault tolerance support (Without FTS), with fault tolerance support (With FTS), and the case when a failure actually occurs (With Failure). The first version, Without FTS, is the earlier version of FREERIDE-G, and cannot recover from any failure. The second version, With FTS, provides failure recovery using the reduction object exchange. For the experiments reported in this subsection,
this exchange is performed asynchronously after processing of each data block or chunk. However, the results from this version do not involve any failures or failure recovery. The third version, *With Failure*, shows the execution time of the system in case of a failure. For this subsection, this failure is introduced after exactly 50% of the processing has been completed by the failing nodes.

In our experiments, we used 4, 8 and 16 compute nodes.

In Figure 5, we show results from k-means using the 6.4 GB dataset. The overheads of the fault tolerance system when no failure actually occurs, i.e., the *With FTS* version, is very close to 0%. Even though this version is exchanging the reduction objects, the small size of the k-means reduction object and the use of asynchronous communication avoids any overheads. Note that in some cases, this version is actually slightly faster than the *Without FTS* version. This is simply due to random variations in execution times, as they include data retrieval and communication of data from other nodes.

Now, we focus on the performance of the *With Failure* versions. As one of the nodes is failing after processing 50% of the data, and the remaining work is being done by other nodes, we can clearly expect some overheads. The relative slowdowns of the system are close to 18% for 4, 5.4% for 8, and 6.7% for 16 compute nodes. Note that in these three cases, the remaining work is being distributed among 3, 7, and 15 nodes, respectively. Thus, the higher overhead for the 4 nodes case is expected. We further analyzed this relative slowdown. If we ignore the time spent on the remaining nodes in processing the redistributed data, the resulting slowdown can be considered as an absolute overhead. This absolute overhead ranges between 0% and 3.2% for the three cases. The overhead is the highest for the 16 node case, and is likely because of the cost of detecting failure, and the time spent determining how the data should be redistributed.

We repeated the same experiment with a larger dataset, and the results are shown in Figure 6. The overheads of the *With FTS* version are close to 0% for 4, 1.7% for 8 and 0% for 16 compute node cases. The relative slowdowns of the FTS in case of *With Failure* version are 22% for 4, 12.3% for 8 and 7.4% for 16 compute nodes. Moreover, the absolute overheads of the FTS are 4.6% for 4, 4.8% for 8, and 3.9% for 16 compute node cases.

In Figure 7, the same experiments are reported with PCA as the application and 4 GB of dataset. Considering the *With FTS* version, the overheads of supporting fault tolerance in our system are 15.4% for 4, 14.3% for 8, and 0% for 16 compute nodes. The total volume of communication, which depends on how many blocks are processed by each node, is higher as we have a smaller total number of
nodes to process all data. Thus, for 4 and 8 node cases, asynchronous data exchange does not seem to be able to hide the communication latencies. As we stated earlier, the size of the reduction object is large for PCA, which also seems to contribute to higher overheads.

For the With Failure version, where one node fails after processing 50% of the data, the relative slowdowns are 32.5%, 22.2%, and 8.1% for 4, 8, and 16 compute node cases, respectively. After removing the times for processing the redistributed data, the absolute overheads are only 8.5%, 14.1%, and 0.9% for 4, 8, and 16 nodes cases.

For the With FTS version, where one node fails after processing 50% of the data, the relative slowdowns are 1.8% for 4 and 0% for both 8 and 16 compute nodes. Clearly, as the relative frequency of exchanging the reduction object is lowered, the communication latencies can be hidden by asynchronous exchanges.

Considering the With Failure versions, the relative slowdowns are 21.2%, 8.6%, and 7.8% with 4, 8, and 16 compute node cases, respectively. The absolute overheads are 3.9%, 1.4%, and 4.3%, for the 4, 8, and 16 node cases, respectively.

B. Overheads of Recovery: Different Failure Points

In all experiments reported in the previous subsection, all failures occurred after the failing node had processed 50% of the data. In this subsection, we further evaluate relative slowdowns and absolute overheads varying the failure points. These failure points are now set to 25% (close to beginning), 50% (middle) and 75% (close to end) of the execution. We used the same datasets and set the number of compute nodes to be 8 for each of the experiments.

In Figure 8, we repeated the same experiment with 17 GB of data. Note that the larger dataset is still divided into the same number of data blocks (4096), so the data block size is now larger. As a result, more processing is now performed between exchanging reduction objects. For the With FTS versions, the overheads are 1.8% for 4 and 0% for both 8 and 16 compute nodes. Clearly, as the relative frequency of exchanging the reduction object is lowered, the communication latencies can be hidden by asynchronous exchanges.

Considering the With Failure versions, the relative slowdowns are 16.6%, 9%, and 7.2%, with failures close to beginning, middle, and close to end, respectively. The sooner the failure occurs, more work needs to be redistributed among the remaining nodes. This explains why the relative slowdowns decrease with a later failure point. After removing the time spent on processing redistributed data blocks, the absolute overheads are 5.3%, 1.7%, and 3.5%, for the three cases. In other words, the absolute overheads of failure-recovery are very small in all cases, and most of the other slowdowns are because of the additional work being done by the remaining nodes.

In Figure 9, the relative slowdowns are 12.2%, 8.6% and 5.6%, with failures close to the beginning, middle, and close to end, respectively. The absolute overheads are 1.3%, 1.4% and 1.9%, respectively.

The same experiments were repeated with PCA and the results are shown in Figure 10. The relative slowdowns are 12.2%, 8.6% and 5.6%, with failure occurring close to the beginning, middle, and close to end, respectively. The absolute overheads are 1.3%, 1.4% and 1.9%, respectively.
for the same three cases.

C. Comparison of FREERIDE-G and Hadoop

As we had originally stated, our goal in this paper was to present a method for fault-tolerant data-intensive computing, which has lower overheads and more efficient failure-recovery as compared to map-reduce. So far in this section, we have shown that our method has very low overheads. Excluding the time the remaining nodes spend processing additional data blocks, the recovery is also very efficient. Now, we compare our approach and implementation, both in absence and presence of failures, with a map-reduce implementation. Hadoop is an open source version of map-reduce and is being widely used. Thus, we have compared our system with Hadoop. Because we did not have PCA implemented using Hadoop, this comparison is performed only with the k-means clustering application.

Hadoop supports fault-tolerance by replication of data. There is no version of Hadoop available without support for fault-tolerance. Thus, we compared the with FTS version of FREERIDE-G with Hadoop, and then further compared the two systems with failures at different points in execution.

Figure 11. Comparison of Hadoop and FREERIDE-G: Different No. of Nodes - k-means clustering (6.4 GB Dataset)

In Figure 11, we compared two versions each from the two systems. The first version is the normal execution times of the systems and the second version is the execution times of the systems in case of a failure. For both the systems, the failure occurs on one of the compute nodes, after processing 50% of its data chunks. The versions in which failures happen are referred to as w/f in the figure.

We can see that FREERIDE-G is faster than Hadoop and scales better with increasing number of nodes. Furthermore, when the failure occurs, Hadoop has higher overheads. The overheads are 23.06%, 71.21% and 78.11% with 4, 8, and 16 compute nodes. On the other hand, the overheads of the FREERIDE-G are 20.37%, 8.18% and 9.18% for 4, 8 and 16 compute nodes. As we had explained earlier, the slowdown for FREERIDE-G becomes smaller as we go from 4 to 8 nodes, because the remaining data chunks from the failed nodes can now be distributed among 7 other nodes, instead of only 3. Note that the same trend should be true in going from 8 to 16 nodes, but the resulting advantage is smaller, and seems to be offset by other overheads in failure recovery. In the case of Hadoop, we instead see a higher overhead as the number of nodes is increased. The reason is that in case of a failure, Hadoop needs to restart the failed node’s tasks among the remaining compute nodes, and the overhead of restarting the tasks increases while the number of the compute nodes in the system increases.

The overheads of both Hadoop and FREERIDE-G at different failure points are compared in Figure 12. The Hadoop’s overheads are 32.85%, 71.21% and 109.45% for the failure points 25%, 50%, and 75%. The FREERIDE-G’s overheads are 6.69%, 5.77% and 5.34% for the same failure points. We can see that in the case of FREERIDE-G, the overheads are much smaller, and seem to decrease as the failure occurs later during the execution. This is because with a later failure point, fewer data chunks needs to be redistributed and executed among other nodes. But, in the case of Hadoop, the later the failure occurs, the total execution time slowdown is higher. This is because the state of computation is not cached in Hadoop. Instead, data replication across nodes is its mechanism for fault-tolerance. After a failure, the work already completed by the failed node needs to be redone at one or more other nodes, depending upon how the replication has been done by the file system. Thus, the later the time the failure occurs, the total time for the execution of the application is higher.

The overheads of both Hadoop and FREERIDE-G at different failure points are compared in Figure 12. The Hadoop’s overheads are 32.85%, 71.21% and 109.45% for the failure points 25%, 50%, and 75%. The FREERIDE-G’s overheads are 6.69%, 5.77% and 5.34% for the same failure points. We can see that in the case of FREERIDE-G, the overheads are much smaller, and seem to decrease as the failure occurs later during the execution. This is because with a later failure point, fewer data chunks needs to be redistributed and executed among other nodes. But, in the case of Hadoop, the later the failure occurs, the total execution time slowdown is higher. This is because the state of computation is not cached in Hadoop. Instead, data replication across nodes is its mechanism for fault-tolerance. After a failure, the work already completed by the failed node needs to be redone at one or more other nodes, depending upon how the replication has been done by the file system. Thus, the later the time the failure occurs, the total time for the execution of the application is higher.

Figure 12. Performance With Different Failure Points (k-means, 6.4 GB dataset, 8 compute nodes)
V. RELATED WORK

We now compare our work with existing work on fault-tolerance for data-intensive computing, and on other prominent efforts on fault-tolerance for parallel and distributed computing.

The topics of data-intensive computing and map-reduce have received much attention within the last 2-3 years. Efforts underlying include projects that have used and evaluated map-reduce implementations, as well as those that are trying to improve performance and programmability. However, beyond the original approach for fault-tolerance in map-reduce, there has not been much work in this direction. Projects in both academia and industry are working towards improving map-reduce. CGL-MapReduce [3] uses streaming for all the communications, and thus improves the performance to some extent. Yahoo has developed Pig Latin [5] and Map-Reduce-Merge [19], both of which are extensions to Hadoop, with the goal being to support more high-level primitives and improve the performance. Google has developed Sawzall [6] on top of map-reduce to process large document collections. Microsoft has built Dryad [4], which is more flexible than map-reduce, since it allows execution of computations that can be expressed as DAGs. Dryad supports fault-tolerance by reexecuting computations. We are not aware of any work evaluating its performance. Phoenix is a system for enabling fault-tolerance for grid-based data-intensive applications [20].

Our approach can be viewed as being somewhat similar to the work from Cornell on application-level checkpointing for parallel programs [7], [21], [17]. Their approach investigates the use of compiler technology to instrument codes to enable self-checkpointing and self-restarting. As we stated earlier, our work can be viewed as an optimization and adaptation of this work to a different execution environment and a specific class of applications. The key difference in our approach is that we exploit the reduction property of data-intensive computations, and can redistribute the remaining work from failed node across other processors. This turns out be more efficient than restarting the process.

In recent years, fault-tolerance support for MPI processes has been developed by several research groups. Checkpointing, coupled with message logging have been most often used for supporting fault-tolerance [22], [23], [24], [8]. Some approaches have also been based on replication [25].

In distributed and grid computing, much work has been done on achieving fault-tolerance by running a number of job replicas simultaneously [26], [27], [28], [10], [29], [30]. Usually, these efforts involve a primary task and other backup tasks. In the case of failure on the primary task, processing continues on one of the backups. Considering the checkpointing-based approaches, some efforts have been taken to reduce the size of checkpoints. Zheng et al. [31] have proposed an in-memory double checkpointing protocol for fault-tolerance. Without relying on any reliable storage, the checkpoint data, which is encapsulated by the programmer, is stored at two different processors. Also, the checkpoints are taken at a time when the application memory footprint is small. Another approach proposed by Marques et al. [9] dynamically partitions objects of the program into subheaps in memory. By specifying how the checkpoint mechanism treat objects in different subheaps as always_save, never_save and once_save, they reduce the checkpoint size at runtime. Our work has some similarities, but the key difference is our ability to use the reduction property to redistribute the remaining work across other nodes.

VI. CONCLUSION

With growing class of applications that process large datasets on commodity clusters, there is need for supporting both programmability and fault-tolerance. This paper has described a system that offers a high-level API for developing data-intensive applications. Further, the properties associated with the programs that can be expressed using this API are exploited to provide a very low-overhead support for fault-tolerance and failure-recovery.

We have evaluated our approach using two data-intensive applications. Our results show that the overheads of our approach are negligible. Furthermore, when a failure occurs, the failure recovery is very efficient, and the only significant reason for any slowdown is because of added work at other nodes. Our system outperforms Hadoop both in absence and presence of failures.
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