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1 Executive Summary

This report summarizes the methodology and results of a user perspectives study conducted by
the Community Driven Improvement of Globus Software (CDIGS) project. The purpose of the
study was to document the work-related goals and challenges facing today’s scientific technology
users, to record their perspectives on Globus software and the distributed-computing ecosystem,
and to provide recommendations to the Globus community based on the observations. Globus is a
set of open source software components intended to provide a framework for collaborative
computational science activities.

Rather than attempting to characterize all users or potential users of Globus software, our strategy
has been to speak in detail with a small group of individuals in the scientific community whose
work appears to be the kind that could benefit from Globus software, learn as much as possible
about their work goals and the challenges they face, and describe what we found. The result is a
set of statements about specific individuals’ experiences. We do not claim that these are
representative of a potential user community, but we do claim to have found commonalities and
differences among the interviewees that may be reflected in the user community as a whole. We
present these as a series of hypotheses that can be tested by subsequent studies, and we offer
recommendations to Globus developers based on the assumption that these hypotheses are
representative.

Specifically, we conducted interviews with thirty technology users in the scientific community.
We included both people who have used Globus software and those who have not. We made a
point of including individuals who represent a variety of roles in scientific projects, for example,
scientists, software developers, engineers, and infrastructure providers.

The following material is included in this report:

* A summary of the reported work-related goals, significant issues, and points of satisfaction
with the use of Globus software

* A method for characterizing users according to their technology interactions, and
identification of four user types among the interviewees using the method

* Four profiles that highlight points of commonality and diversity in each user type

* Recommendations for technology developers and future studies

* A description of the interview protocol and overall study methodology

* An anonymized list of the interviewees

* Interview writeups and summary data

The interview summaries in Section 3 and transcripts in Appendix D illustrate the value of
distributed computing software — and Globus in particular — to scientific enterprises. They also
document opportunities to make these tools still more useful both to current users and to new
communities.

We aim our recommendations at developers who intend their software to be used and reused in
many applications. (This kind of software is often referred to as “middleware.”) Our two core
recommendations are as follows. First, it is essential for middleware developers to understand and
explicitly manage the multiple user products in which their software components are used. We
must avoid making assumptions about the commonality of these products and, instead, study and
account for their diversity. Second, middleware developers should engage in different ways with
different kinds of users. Having identified four general user types in Section 4, we provide
specific ideas for how to engage them in Section 5.

Feedback is appreciated; comments can be sent to childers@mcs.anl.gov.
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2 Introduction

We are at the very beginning of time for the human race. It is not unreasonable that we grapple with problems. But
there are tens of thousands of years in the future. Our responsibility is to do what we can, learn what we can, improve
the solutions, and pass them on. — Richard Feynman

Purpose of the Study

The purpose of the User Perspectives project is to document the work-related goals and
challenges facing today’s scientific technology users, to record their perspectives on Globus
software and the distributed-computing ecosystem, and to provide recommendations to the
Globus community based on those observations. The ultimate goal is to help developers of
distributed computing technology better address the needs of the scientific community.

Relationship to Prior Work

Several user studies have looked at scientific computing users and their needs. For instance:

In 2003, Fox and Walker produced a gap analysis for the UK e-Science Programme'. They
interviewed eighty scientists engaged in e-Science projects in the UK, several European and U.S.
e-Science projects, several companies involved in producing Grid middleware, and several
organizations that were potential users of Grid middleware. Their report provided a classification
of proposed Grid building blocks, identified six “styles” of grids, identified functionality and
support pieces missing in the current e-Science programme, and proposed a development plan for
filling those gaps.

In 2004, Newhouse and Schopf conducted interviews with twenty-five applied science and
middleware groups in the U.K*. They repeated this in 2007 (with Richards and Atkinson) with
forty-five interviews with U.K. project members, a workshop, and an online survey”. In each
study, interviewees were asked about the middleware functionality they had tried, what their
applications needed at the present time, and what they felt they would need in the near future. The
reports from these studies summarized recurring themes in the responses and proposed
corresponding development plans.

In 2006, Zimmerman and Finholt conducted a user requirements workshop for the U.S. TeraGrid
aimed at assessing the relationship between TeraGrid’s development program and user
requirements4. At the workshop, twelve invited TeraGrid users provided information on the
computational and organizational requirements of their scientific enterprises and the contributions
they desired from TeraGrid. The workshop report summarized the user priorities, proposed
markers for measuring scientific impact, and discussed anticipated scientific breakthroughs and
relevant barriers.

Also in 2006, the Research School of Systems Engineering at Loughborough University
conducted a human factors audit of eight selected projects in the U.K. e-Science Programme”.
The audit team reviewed written materials and conducted interviews with subject matter experts,
end users, project developers, and project managers from each project. Data was collected on the
scientific application details, technical environments, tasks, users, physical environments, and
user types in each project. Based on experiences from these eight projects, the report provided a
set of “best practices” in several areas for future projects.

' June 30, 2003, Report UKeS-2003- 01. http://www.nesc.ac.uk/technical _papers/UKeS-2003-01/index.html

? Cluster Computing Journal 10, no. 3, September, 2007

* Proceedings of the UK All Hands Meeting, Sept 2007

* TeraGrid User Workshop Final Report. Collaboratory for Research on Electronic Work, School of Information, University of
Michigan

* Human Factors Audit of Selected Projects in the U.K e-Science Projects, issue 3, August 2006
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This report differs from these previous studies in several important ways. First, none of these
previous studies has published transcripts from their interviews. The goal of our study was not to
produce incontrovertible conclusions, but rather to provide a rich set of data on which others can
build their own analysis and conclusions. To that end, we are publishing the transcripts of our
interviews, with permission from interviewees and in accordance with institutional review board
guidelines. Second, our treatment of the data collected in the interviews has not been limited to
summarization and description. The analysis in Section 4 of this report uses the data to identify a
grouping strategy in which members of each group have similar relationships to technology. The
recommendations in Section 5 go further and use the groupings to propose specific strategies for
engaging with members of each group. Third, as described in Appendix A, we did not design this
study with a particular outcome in mind, such as to develop a plan or a support strategy. Rather,
we designed an open-ended interview script and then used qualitative data analysis to tag the
transcripts, identify patterns, and examine them in detail. The result — identifying and profiling
four user types based on technology interaction patterns — was not what we expected to
accomplish at the study’s outset, but, as described in Section 5, we see many uses for this result.

How to Read This Report

In the remainder of the document we summarize the thirty user interviews (Section 3), categorize
the users (Section 4.1), present user profiles for the types of users found in the interview data
(Sections 4.2-4.5), and provide recommendations based on our observations (Section 5). Four
appendices provide details about the methodology, the interviewees, and the data used for the
main body of the report. The interviewees’ words make up the heart of this work; Appendix C
(the integrated summary data) and Appendix D (the interviews) include compelling stories, rich
in detail and insights. Table 1 briefly summarizes how readers can peruse this report to gain the
information they desire.

Table 1: Report contents

Findings Further Information
- Section 1, Executive Summary
No detail | Section 2, Introduction - Appendix A, Study Methodology
0 detal - Section 5, Recommendations - Appendix B, The Interviewees

- Section 6, Acknowledgements

Minimal | - Section 3, Interview Summaries

detail - Section 4, Characterizing Users
reater .
Gd et ‘l} - Appendix C, Summary Data
ctal
reatest _
G detail - Appendix D, The Interviews
etal
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3  Interview Summaries: An Integrated View

This section summarizes the work-related goals, issues, and satisfaction points expressed by the
thirty users listed in Appendix B. We do not claim that the viewpoints of the people we
interviewed are representative of the user community as a whole. We do claim, however, that
these summaries represent the viewpoints expressed in the thirty interviews.

In the following sections, we use “mind maps” to visualize the ideas discussed in the interviews.
In each figure the third, or outer, tier contains each unique idea expressed in one or more of the
interviews. The second, or intermediate, tier provides one level of generalization, linking several
related ideas. Figures 1-3 demonstrate how to interpret a single idea from each of the summary
pictures.

User \ y
Goals L‘\/
Second tier Third tier
Top-level
topic

Figure 1: "Some people aim to apply science to practical problems."

User N System-wide
Issues Reliability failures
\_/ Second tier Third tier
Top-level
topic

Figure 2: "Some people experienced system-wide failures."

— TN——
N

User /" Highest transfer 1
Satisfacti GridFTP % rate, essential ™
atisfaction B
\_/ Second tier
Third tier
Top-level
topic

Figure 3: "Some people said that GridFTP provides the highest transfer rate available and that this
is essential for their work."
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3.1 Goals

During their interviews, participants discussed what they are trying to accomplish in their work
on a single project of their choosing. Figure 4 provides a visual summary of reported work-related
goals, with the rectangular boxes representing a high level of generalization. The summary data
for this figure is in Appendix C.1; the summarization method is described in Appendix A.

Overview of Reported User Goals
Perspectives on Distributed Computing User Interviews

— ,{""_B/J [dacase 7 Make scientific
~~ Eliminate barriers ) for continued data accessible Make
t tific < financial to more potential scientific

suppon

users applications

accessible to
more potential
users

7~ Apply scie
to prac

5 proble

y — L— Expand the
~4 Conduct and

- ” Make computation
. community that services accessible
N - promote can use a to more potential
—_~_— scientific spec]fic users
Establish and research resource
maintain

system stability

Make scientific
colleagues
accessible to more

Establish uniform

potential users
diagnostic )
mechanisms that Provnd_e
satisfy debugging computing
needs in dynamic systems to
systems

scientific users

Satisfy user
requirements for
systems used to
do science

Establish and
employ security
mechanisms that
suppert dynamic,
inter-organizational
collaboration

Expand the
resources available
to a specific

community

Enable scientific
application that
require
coordinated use of
multiple systems

Run existing

Provide

scientific
applications at
compatibility with higher

existing system resolutions

components Establish provisioning // _Federate | Aggregate

i nstitutiona Cross-
Acknowledge mechanisms that ! ! _Ues
the reguirements efficiently satisfy computing institutional
of all users varying demand resources resources

httofwww.mcs.anl.govi~childersiperspectives/

Figure 4: Interviewee goals

Although many scientific disciplines are represented in Figure 4, the summarization yields four
top-level goals: conduct and promote scientific research, satisfy user requirements for systems

used to do science, expand the community that can use a specific resource, and expand the
resources available to a specific community.
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Figure 4 can be divided in half, both horizontally and vertically. Comparing the top half with the
bottom of Figure 4, we see the top is characterized by goals that are expressed relative to people
(social goals) and the bottom is characterized by goals that are expressed relative to technology
(technical goals). Comparing the left half with the right, we see that the left-hand goals are
expressed in terms of supporting current users and technology (operational goals) and the right-
hand goals aim to create new users or technology (development goals).

Table 2 shows the goals organized along these lines. This organizing framework shows a
diversity of goals among the people we interviewed along multiple axes: social vs. technical and
operations vs. development. When explaining the benefits of distributed computing technologies
to potential users, we should speak in terms relevant to each of these goal types.

Table 2: A second perspective on interviewee goals

Social Operation Goals

Social Development Goals

Extend scientific understanding

Apply science to practical problems
Eliminate barriers to scientific investigation
Build a case for continued financial support

Make scientific data accessible to more potential
users

Make scientific applications accessible to more
potential users

Make computation services accessible to more
potential users

Make scientific colleagues accessible to more
potential users

Technical Operation Goals

Technical Development Goals

Establish and maintain system stability
Establish uniform diagnostic mechanisms that
satisfy debugging needs in dynamic systems
Establish and employ security mechanisms that
support dynamic, inter-organizational
collaboration

Provide compatibility with existing system
components

Establish provisioning mechanisms that
efficiently satisfy varying demand

Federate institutional computing resources
Aggregate cross-institutional resources

Run existing scientific applications at higher
resolutions

Enable scientific applications that require
coordinated use of multiple systems

Provide computing systems to scientific users

10
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3.2 Issues

During the interviews participants discussed several issues or problems they encounter that slow
or stop the pursuit of their goals. This topic was explicitly addressed in the interviews in two
contexts: one was a general query without attention drawn to any specific technology, and the
other was with a specific focus on the Globus software components that the interviewee indicated
they use. Users also spontaneously described issues as background information for other answers.
Figure 5 provides an integrated view of the issues expressed by the thirty interviewees. The
source data for this figure is in Appendix C.2; our summarization method is described in
Appendix A.

Overview of Reported User Issues
Perspectives on Distributed Computing User Interviews
' . N n‘/' e
/ Lack of awareness and

" Difficulty ‘1 Allocations
) ) interpretin
confidence . p 9 ) collaboration
7 troubleshooting ) messages S

error
problems

With Globus
failures N e
( \ Lack of
System-wide
failures ‘

Community

Diagnostics Other Social opportunities
’ Issues for providing
feedback

User
Issues

Intra-project
demands

Differences

Support 4 R with thg CS

> burden Reliability - —_ worldview
\‘;‘/ Communication | -

\ Difficulty 4

of use 4

) Cost of use Ticfmo.logy Specific
Mt doption Technology
L o Issues

“ ]mfirisfrg.ci{ro 4 '
dairmculities
‘ Lack of p
knowledge 4 ‘ Cultural 4
e~ ) > barriers 4 Install/
Deployment

N Software/system

ntegration p,

—~

W
S Core ¢\ vorkflow

http:Aiwww.mcs.anl.gov/~childersiperspectives/

Figure 5: User issues

The Specific Technology Issues category contains issues reported by the thirty users that are
relevant to a particular component. Issues applying to multiple components are distributed among
the other categories. One striking detail illustrated by Figure 5 is that many types of user issues

11
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are not specific to a single component. In fact, the idea that user concerns extend beyond the
boundaries of any specific technology is seen again and again in the interview data. This finding
is the key motivator for our general recommendation — “Broaden the focus of component-centric
development” — described in Section 5.1.

In Figure 5, we note that the issue types Technology Adoption, Reliability, Diagnostics, and
Communication relate to long-term use of the software. The fact that interviewees mentioned
these types of issues indicate they are trying to make long-term commitments to using distributed
computing software.

In the Other Social Issues category, interviewees identified problems with the way their
colleagues and service providers are making use of these technologies and the impact on their
work. This can also be seen in the Communication issues—>Intra-project demands category and
the Technology Adoption—> Cultural barriers category. These kinds of issues show the early
phases of disciplinary transformations, when early adopters must “convert” their colleagues to a
new mode of work.

We see another theme in the interview data, namely, that a number of the interviewees have
encountered issues caused by the nature of distributed systems. In such systems, where many
components are used together as a whole, a problem with one component can propagate
throughout the system. Issues such as Software/system integration, Infrastructure difficulties,
System-wide failures, and Lack of confidence troubleshooting problems suggest this experience.

12
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3.3 Satisfaction Points

During the interviews we asked people why they use a Globus software component instead of
other technologies. Though the purpose of the question was to better understand the motivation

for component use, responses sometimes included expressions of satisfaction about the
component. We also invited general comments at the end of the interview, and many users
spontaneously discussed the value received from distributed computing tools. These satisfaction
points are summarized in Figure 6. The source data for this figure is in Appendix C.3; the
summarization method is described in Appendix A.

Overview of Expressions of User Satisfaction
Perspectives on Distributed Computing User Interviews

Uniform Appreciates Supports

Easy to submission staging desired
configure and mechanisms improvements authentication Provided
deploy useful mechanisms helpful
e — advice
Enables distributed e —
testbed Highest transfer
R rate, essential
Pleased with GRAM for work
stability MDS - — -
N LOSF support
Supports AN appreciated
required use N f— P
cases . I Appreciation for the
RLS GridFTP protocol design 5
Enables s ——
portal-based Appreciation for A
computation f )

P ‘ User | Javaws | e;hpeeiiﬁs"e”v;?h‘? :
Pleased with Security [ Satisfaction | Core the codebase
architecture o~

- = )\ Improved
{ Appreciation - installation
y forXIO 4 instal/ process
desi V Deployment
,\/ ; Good
Appreciation documentation
& for data ~— —_—h
conversion [ Appreciation Improves
‘ routines for incubator General frequency of data
process delivery to users
Appreciation Improves q-uallty
and quantity of
for the open source research
and standards-based —_—
approach _— Helpful
User Useful for developers
interview building Clientside ) Compatible
effort scientific backward QUIcl_<Start with key
appreciated tools/ compatiblility guide projects
applications support appreciated
appreciated

http:/iwww.mcs.anl.gov/~childers/perspectives/

Figure 6: Expressions of satisfaction

What we find most interesting in this summary are the expressions of satisfaction about Globus
and distributed computing in general (the General category). These enumerate some of the
reasons interviewees have decided that distributed computing and Globus in particular are worth
using in their work. They represent important benefits we must take care to preserve.

13
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4  Characterizing Users by Their Interactions with
Technology

Based on the assumption that users with similar technology interactions may have similar needs,
we broke the thirty interviews into smaller groups to examine the user experience more closely.
This section begins with a description of the method used to group users, and concludes with four
composite profiles that describe each of the four groups found in the data. In Section 5 we
recommend several ways to use the results. We note that there are many other ways to analyze the
interview data, and we welcome other efforts to do so.

4.1 Characterization Method

Interactions with Technology
We created six technology interaction categories by crossing three broad interaction types

(“develop,” “integrate,” and “use”) with two broad technology categories (“domain-specific
technology” and “general-purpose high-performance computing technology”). The following
definitions are used:
*  Domain-specific technology includes domain-specific portals, applications, tools,
libraries, and deployed systems.
*  General-purpose HPC technology includes general-purpose distributed computing
clients, services and tools, and general-purpose HPC deployments.
* People develop technology if they are involved in the creation of new tools, services
and/or machine deployments.
* People integrate technology if they integrate existing technology into a larger system.
* People use technology if they make use of existing tools, services and/or machine
deployments.

Table 3 shows the breakdown of technology interactions as described in the user interviews. Note
that the sequence and timing of interactions are not represented.

Table 3: Technology interactions reported in the interviews

Domain-Specific Technology General-Purpose HPC Technology
Develop | Integrate Use Develop Integrate Use
User1 X X X X
User2 X X X X
User3 X X X X
User4 X X X
User5 X X X X
User6 X X X
User7 X X X X
User8 X X X
User9 X X X X
User10 X X X X
Useri1 X X X X
User12 X X X X
User13 X X X X
Useri4 X X X
User15 X X X X

14
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Domain-Specific Technology General-Purpose HPC Technology
Develop | Integrate Use Develop Integrate Use
User16 X X X X
User17 X X X X
User18 X X X X
User19 X X X X
User20 X X X X
User21 X X X X
User22 X X X
User23 X X X
User24 X X X
User25 X X X
User26 X X X
User27 X X X X
User28 X X X
User29 X X X X
User30 X X X X

Table 3 shows that all users interviewed interact with technologies in at least three ways. Nearly
all users report the need to integrate technology in order to accomplish their goals, and most
report the need to integrate both domain-specific and general-purpose technologies.

Technology Interaction Clusters

From the data we identify four technology interaction patterns, suggesting four distinct user
types, as shown in Table 4.

Table 4: Four user types and their interactions with technology

Domain-Specific Technology General-Purpose HPC Technology
Develop | Integrate Use Develop | Integrate Use
HPC
Scientist X X X
HPC Domain-
Specific X X X X
Developer
General-
Purpose HPC X X X X
Infrastructure
Provider
General-
Purpose HPC X X e
Technology
Developer

Detailed profiles of each of the four user types are presented in Sections 4.2-4.5. The profiles
provide an evidence-based view of key aspects of the distributed computing user’s experience.
Arguably, additional types not captured by the interviews exist in the community. We hope this
report lays a useful foundation for further study.

15
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4.2 VType 1: The HPC Scientist

Three of the thirty interviewees work on projects in which they develop domain-specific
technology and use both domain-specific and general-purpose technology. Table 5 shows an
overview of the technology interactions reported in the interviews. This group represents one of
four technology interaction clusters, or user types, found in the interview data. We refer to this
group as “HPC scientists” for the purposes of this report’.

In this section we present a composite profile of the HPC scientist user type. The profile is a
distillation of key ideas from three interviews, with an emphasis on work-related goals and
challenges. To broaden its relevancy beyond the three users, we highlight the abstractions behind
the specifics and use details from the three interviews for illustrative purposes. The interview data
underlying the profile can be found in Appendix D.4, D.6, and D.8, respectively.

Table 5: HPC scientist technology interactions

HPC Scientist

Domain-Specific Technology General-Purpose HPC Technology
Develop Int Use Dev Int Use
ssh, HDF5, bbFTP, GridFTP,
computational visualization tools, GSI, MPI, 400TB storage,
Userd astrophysics computational national HPC centers, csh,
codes astrophysics codes bourne shell, Fortran90, C,
C++
lattice gauge ssh, scp, SRM-copy, globus-
lattice gauge computations, log url-copy, GSI, MPI,
User6 computations files, lattice files, TotalView, tape archives,
graphing and national HPC centers, perl,
analysis tools shell scripts, C, C++
QCD ssh, scp, uberFTP, MyProxy,
. . MILC code, MPI, tape archives, national
User8 configurations, hing tool HPC centers, C, assembler
MILC code Eraphmg too’s ' ’

csh, bash, perl

HPC Scientist Overview

The HPC scientists we interviewed run large-scale simulations at national computing centers on
behalf of domain-specific communities. The scientists both develop and use domain-specific
code. The simulation codes are the result of many person-years of development and are
conservatively tended, with implementation changes introduced incrementally. Like all of the
people we interviewed, the HPC scientists report using general-purpose technology in support of
their work. Much of the general-purpose technology the scientists use is deployed and maintained
by HPC facility staff at the national computing centers. The scientists run their simulations over
several months on some of the largest machines in the world. These simulations can produce
prodigious amounts of data consisting of several large files or numerous small files. The scientists
move simulation results between facilities for further analysis and archival purposes. While their
interest in distributed technology is grounded in their need to move data, the overriding focus of

% The authors chose the name “HPC scientists” as an arbitrary label to describe this group of three users. No relationship with people
beyond this report who might call themselves HPC scientists is implied.
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these users is to conduct pioneering calculations; technology is of interest to the extent that it
helps further domain-specific goals.

HPC Scientist Goals

Comparing the goals of the three HPC scientists with the integrated goals depicted in Figure 4,
we find that the HPC scientist goals fall within two categories: Conduct and promote scientific
research-> Extend scientific understanding and Expand the resources available to a specific
community=> Run existing scientific applications/codes at higher resolutions. Comparing the
scientists’ goals with the integrated goals shown in Table 2, we see that they fall into the Social
Operation and Technical Development quadrants.

Figure 7 depicts a summary that includes only those goals reported by the three HPC scientists we
interviewed. Scientific achievements and resource usage come to the fore:

* Understand interactions of quarks and gluons and discover fundamental parameters of
elementary particles’

*  Provide theoretical underpinnings for observations from the major cosmology projects®

*  Utilize the most powerful national compute facilities available’

HPC Scientist Goals

Perspectives on Distributed Computing User Interviews

Understand interactions

of quarks and gluons and Utilize the most

discover fundamental powerful nat.lc.n.wal

parameters of elementary compute facilities
particles available

Science Goals Technology

Provide theoretical
underpinnings for
observations from the

major cosmology projects http://www.mcs.anl.gov/~childers/perspectives/

Figure 7: HPC scientist goals

7 Users 6, 8
8 User 4
° User 4
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HPC Scientist Issues

Figure 8 shows a summary highlighting only those issues discussed by the three HPC scientists
interviewed. Several issues directly relate to using, or trying to use, technology deployments
listed in Table 5. Other issues, such as the lack of feedback mechanisms, are independent of any
particular technology. More details, with references to the users corresponding to each cloud,
follow the figure. Specific context for the issues can be found in the interviews in Appendix D.

HPC Scientist Issues
Perspectives on Distributed Computing User Interviews

Authentication NSF

schemes across certificates not Needed
Lack of national accepted at services not
familiarity with infrastructure are DOE sites available
distributed tools heterogeneous " Lack of

and concepts feedback
mechanisms for
Lack of HPC technology

deployment- users
specific
security Knowledge More

information resources are
needed than

awarded

Issues

Unreliability
of underlying
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“Error messages
given to people
who cannot fix

them

P ) _ Archiving
i / —— /4»--,_\}{_\\/_»_ VAR requires two
Commands /_JN d Security (" Tools do not { copy
i th & Needto | ) . \. Operations
not on pal problems  /  work with
) move data \ § )
by default  / more beyondthe Y long-running
sty | scientist's applications
efficiently 'L abiiity to fix
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Figure 8: HPC scientist issues

Because their domain-specific applications are so compute-intensive, funding agencies control
the HPC scientists’ use of the national HPC centers. In coordination with colleagues in their
community, the scientists we interviewed submit formal proposals to resource allocation
programs such as the DOE Innovative and Novel Computational Impact on Theory and
Experiment (INCITE) program and the NSF Large Resource Allocations Committee (LRAC).
Since the scientists’ applications run at the leading edge of the computing power provided by the
national computing facilities, one issue that can be encountered by this user is that more resources
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are needed than are awarded'®. The HPC scientists we interviewed all use multiple resources in
pursuit of their goals. Several issues in this user profile arise from their need to move data
between these resources.

During simulation runs the unreliability of the underlying infrastructure can prove problematic for
the user''. Nodes crash, and jobs fail. Even typically stable services like filesystems can fail under
the heavy loads generated by this type of user. Moving files between facilities is another source
of failures. One scientist reported that dealing with technology failures is the most time-
consuming aspect of his work. Further concerns were expressed that the failures at petascale will
render these systems even less usable.

A lack of feedback mechanisms providing access to the people who fund and maintain these
systems is seen to undermine scientific productivity'>. An interviewee asserted that machine
architecture decisions are made without the input of HPC scientists, resulting in systems that are
often not well suited for their applications.

Simulation runs controlled by HPC scientists can take several months to complete. One problem
that can arise is that general-purpose HPC technologies sometimes do not work well with long-
running applications'. A user noted that tools with graphical user interfaces are not appropriate
for the way he works. Usability problems with security tools were also mentioned as problematic
in this context. One scientist felt that his approach to problem solving is of a different type
entirely from the “myriad little processes” that seem to be the focus of today’s computer
scientists.

The HPC scientists routinely manage and move data across the national networks. The need to
move data more efﬁciently14 stirs the scientists’ interest in newer distributed computing tools
such as GridFTP. The interviews suggest new tools would be adopted if they were readily
available, easy to use, reliable and offered clear advantages over current practice. One
interviewee suggested wrapping tools in a script that can run in the background; the hypothetical
script would execute a long-running job in one place, transfer the output, and run a subsequent
job in another place.

According to the interviews, the HPC scientists’ unfamiliarity with some distributed computing
concepts and tools can present barriers to their use'”. For example, the HPC scientists reported
problems in their attempts to use GridFTP. It is not always clear where to find documentation;
and once the documentation has been found, the scientist is confronted with acronyms and
unfamiliar concepts. Moreover, the information in the documents is organized in small chunks
and is not necessarily arranged in an order the HPC scientist understands.

In addition to conceptual difficulties, hypothetical questions about credentials used for
authentication in TeraGrid and other national infrastructures indicate a need for additional
deployment-specific security information'®:

*  Which type of certificate'” should I get for site X?

* How is a certificate used to authenticate'® at site Y?

*  How do I get my distinguished name'” registered and linked to each of my user accounts
at the various sites I need to use?

1 Users 4,8

"' Users 4, 6, 8

"2 User 4

13 Users 4,8

'* Users 4,6,8

' Users 4, 6, 8

'* Hypothetical questions drawn from discussions with user 8

"7 http://www.globus.org/toolkit/docs/4.2/4.2.0/security/key/security-key-concepts.html#security-key-certificates
'* http://www.globus.org/toolkit/docs/4.0/security/key-index html#s-security-key-mutualauthentication
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* Should I use [the security tool] gx-map or gx-request?

When using general-purpose technologies the HPC scientists also encounter a variety of
difficulties with the underlying infrastructure. One interviewee mentioned that the Globus
commands sometimes aren’t on his path by default®, requiring that extra time be spent tracking
things down. Another reported that NSF certificates are not accepted at DOE sites'. One user
said that the heterogeneity of authentication schemes across the DOE centers can be quite
disruptive™. Another infrastructure difficulty arises when needed services are not available™.
Capabilities like Reliable File Transfer might be quite helpful to some of these scientists, yet the
service is not perceived to be widely deployed.

Some common cross-site technology interactions could be better streamlined. One user reported
that archiving simulation output can require two manual copy operations**: from the simulation
site to the archive site, followed by a second copy within the archive site from disk to tape.
Though technologies exist that are designed to help with this problem, they are not always in
working order.

A second type of streamlining problem relates to user support. If a problem occurs during a data
transfer, the support staffs at the two endpoints sometimes do not communicate well with each
other®. The HPC scientists we interviewed appear to have separate relationships with each center
based on their resource allocations (as opposed to being members of a cross-site VO). Thus, the
HPC scientist can find himself negotiating with multiple technical support systems and user
support staffs to fix a problem, with the system administrators communicating through the
scientist rather than with each other directly.

Troubleshooting general-purpose technology problems is not always easy for the HPC scientists.
Messages issued by Globus services are difficult to interpret and do not help HPC scientists
respond effectively to problems™. The scientists generally lack the time to learn new
troubleshooting techniques for general-purpose technologies. Further complicating the problem,
one HPC scientist asserts that a significant number of HPC center staff members don’t know how
to fix Grid security problems on their own®’. This is a problem for the HPC scientists in particular
because HPC center support people are primary providers of the scientists’ technical support.

The scientists themselves lack the time and expertise to install, configure, and maintain
unfamiliar software, and so the cost of using the newer tools is perceived as high. Security in
particular gives them trouble: when things go wrong with security, it’s beyond the scope of these
scientists to fix on their own®®.

Recommendations

In Section 5 we present several recommendations for developers of distributed technology; at
least two recommendations would directly benefit HPC scientists. For example, in Section 5.1
we recommend that component developers broaden the focus of component-centric
development. This would result in usability improvements for the HPC scientist in the areas of
documentation, security and fault handling. We also recommend providing a data movement

' http://www-numi.fhal.gov/offline_software/srt_public_context/GridTools/docs/glossary.html#dn
2 User 8

2 User 4

2 User 8

3 User 4

* User 6

» User 8

% Users 4,6

7 User 4

# Users 4,6

20



Childers, Liming, Foster Perspectives on Distributed Computing

product for HPC scientists who routinely move data. This would enable scientists to move their
data from resource to resource with increased efficiency and reliability, reducing the need for
human intervention. See Section 5 for more details on these and other recommendations.

4.3 <J>Type 2: The HPC Domain-Specific Developer

Fifteen of the thirty interviewees work on projects in which they develop and integrate domain-
specific technology and integrate and use general-purpose technology. Table 6 shows an
overview of the technology interactions reported in their interviews. This group represents the
second of four user types found in the interview data. We refer to this group as “HPC domain-

: 29
specific developers” .

In this section we present a composite profile of the HPC domain-specific developer. The profile
is a distillation of ideas from the fifteen interviews, with an emphasis on work-related goals and
challenges. To broaden its relevancy beyond the fifteen users, we highlight abstractions with
details from the interviews used for illustrative purposes. The interview data underlying the
profile can be found in Appendix D.

Table 6: HPC domain-specific developer technology interactions

HPC Domain-Specific Developer
Domain-Specific Technology General-Purpose HPC Technology
Develop Integrate Use | Dev Integrate Use
Swift workflow
scientific code R, MATLAB, tgilt;\iilslil;ile’
User1 workflows AFNI Octave7 GRAM, CVS, UNIX
GridFTP
tools, bash,
awk, Python
Java CoG kit,
GRAM, GridFTP, PURSE,
. GridSphere,
meteorology meteorological GSI, MyProxy, GPEL. GFa
User2 portal, data, tools and RFT, RLS, MPI, W bMI,)S Cr’l
workflows legacy codes MPICH-G2, © > betl,
. python, jython,
TeraGrid .
shell scripts,
Java, Fortran
' . R, 250 CPU Swift workflow
analytical brain image data, cluster. 4TB framework,
User3 framework for Monte Carlo > database, perl,
oo . . storage, national .
neuroscientists | simulations, tools . shell script,
HPC facility
awk, ced
Patient-Centric medical picture
Authorization databases, GSI, MyProxy, Java WS Core,
User5 Model, Grid medical images, GridFTP, RLS, Java CoG Kkit,
Interface radiology GridShib, GridShib for
Service, Grid workstations, Shibboleth, MDS4 GT, Java
Book DICOM library

¥ “HPC domain-specific developer” is an arbitrary label used to describe this group of fifteen people in the pool of thirty interviews.
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HPC Domain-Specific Developer

Domain-Specific Technology General-Purpose HPC Technology
Develop Integrate Use | Dev Integrate Use
GSI, GSI-
infrastructure metadata service, M}gﬁgﬁisgis Pysti(iglglcoZuS,
User9 for apalyzmg 1nterferomet§r GridFTP, Condor, Java WS Core,
gravitational data, analysis tape archives C WS Core
waves pipelines community HPC python, Java, C
facilities
magnetic
access to resonance
h elgcltr 0_. | 1ma{gmt§r; and many processors, Matlab, R,
User12 phystofogica e ectro- large filesystems, SPSS, Java,
and neuro- encephalography data archives Javatt. C++
physiological data, visualization ’
data and analytical
tools
GSIFTP, MyProxy,
scientific data and Gfiﬁil(:;[l’alcl?ﬁ’dco T WebStart,
User19 distributed computer facilitics UML, Java,
rendering client | graphics models, institutional I’{P C GSI-OpenSSH,
POV-Ray facilities, local end- Autojar
user resources
system for
high-throughput
analysis of biology Globus. Condor
genomes and information nation’al HPC ’
metabolic repositories, perl, VDL,
User20 . . . centers, .
reconstructions, biological data, TR FTP, GridFTP
. .. . institutional HPC
algorithms, bioinformatics facilitities
workflow plans, tools
bioinformatics
portal
ecological data
VEvareihogsel, data collection
l\(jlotoﬁlia sites linked by 10s of terabytes LDAP server,
User21 Lalf 1: :_ community datastore, quad core | Java, PHP, perl,
g' & network, blade servers HTTP
compatible data logical d
exploration ecological data
tools
Condor, GSI
genomics protein sequences certificates, RLS,
User23 portal, site bioinformatic G(I;Al\l/[’ thr;gFTP, VDS, perl
centers
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HPC Domain-Specific Developer

Domain-Specific Technology General-Purpose HPC Technology
Develop Integrate Use | Dev Integrate Use
Perl, Python,
nanotechnology Fortran, C, C++,
tool 3D data rendering MATLAB, MPI, Condor-G,
User24 devglopment farm, Condor, X11 (X LAMP (Linux,
environment, nanotechnology Window System), Apache,
nanotechnology simulations institutional HPC | MySQL, PHP)
simulation tools facilities, national
HPC centers
Condor, GSIFTP,
Condor-G,
globusrun-based
OSG probe script,
Condor Stork, GSI-
nanotef:hnglogy nanotechnology OpegSSH, P Tcl, Python,
User25 application . . gridProxy,
framework simulations vomsProx, PBS. bash shell
MPI, C, Fortran,
Fortran90, Perl,
institutional HPC
facility, national
HPC centers
network data
Mechanisms for | capture feeds, data R, Globus, Python, perl, C,
User27 providing and mining institutional HPC C++, database,
exchanging algorithms and facility, national shared
network data tools, files of HPC centers filesystem
network data
water
distribution sensor data, MPI, GT4,
User29 simulation EPANET national HPC Python, C, Java
optimization simulation code centers
framework
hydraulics and MPI, Java CoG
Water qgahty hydraulics Kit, GridFTP, bash shell,
simulations, . . schedulers,
User30 optimization information, institutional HPC Python, G,
p visualization tool o . Java, MATLAB
component, facility, national

custom scripts

HPC centers

HPC Domain-Specific Developer Overview

The HPC domain-specific developers we interviewed design and build systems composed of both
domain-specific and general-purpose HPC technology. These developers are familiar with
domain-specific and general-purpose HPC technology concepts though they may not be experts
in both areas. High-level work includes understanding domain-specific requirements and
translating them to a distributed computing context. Detailed work entails integrating existing and
developing new technology to support the scientific inquiry. Most HPC domain-specific
developers integrate components like GridFTP into their systems for use by others, as opposed to
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using them directly. A variety of general-purpose technologies are used to facilitate integration.
HPC domain-specific developers help bridge the worlds of high-performance computing and
domain science. They can be technology trailblazers, potentially transforming the way science is
conducted in their domain.

HPC Domain-Specific Developer Goals

Comparing the goals of this subset of users with the integrated group of thirty depicted in Figure
4, we see that HPC domain-specific developer goals fall into each of the four top-level categories.

In the Conduct and promote scientific research category, the domain-specific developers report
goals in every subcategory:
- Extend scientific understanding
- Apply science to practical problems
- Eliminate barriers to scientific investigation
->Build a case for continued financial support
In the Expand the community that can use a resource category, they report three goals:
->Make scientific applications accessible to more potential users
->Make scientific data accessible to more potential users
->Make computation services accessible to more potential users
In the Expand the resources available to a specific community category, they again report three
goals:
->Provide computing systems to scientific users
> Aggregate cross-institutional resources
->Run existing scientific applications/codes at higher resolutions
In the Satisfy user requirements for systems used to do science category, they report four goals:
- Establish provisioning/allocation mechanisms that efficiently satisfy varying demand
- Establish and employ security mechanisms that support dynamic, inter-organizational
collaboration
- Establish and maintain system stability
->Provide compatibility with existing system components

Comparing this group with the view of integrated goals shown in Table 2, we see that the goals
reported by the fifteen HPC domain-specific developers fall within all four quadrants: Social
Operation, Social Development, Technical Operation, and Technical Development.

Figure 9 summarizes the HPC domain-specific developer goals. The diversity of goal types is
clearly shown, with a variety of domain-specific goals reported in addition to infrastructure and
social goals. Detailed information about the goals, with references to the users corresponding to
each cloud, follows the figure.
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HPC Domain-Specific Developer Goals
Perspectives on Distributed Computing User Interviews
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Figure 9: HPC domain-specific developer goals

Scientific Goals

Nearly all of the HPC domain-specific developers referred to a specific domain goal during their
interviews:

*  Support research in the recovery from stroke™

Understand the physiological and metabolic processes of various genes’'
»  Automatically detect network anomalies®

Enable interesting epidemiological questions to be answered®’

Detect gravitational waves and conduct gravitational wave astronomy>*
Build a dynamically adaptive weather simulation system®

Identify contaminant sources in water distribution systems to better apply remediation
36
measures

*  Further nanoscience and nanotechnology®’

* User 12

3 Users 20,23
2 User 27

3 User 5

* User 9

* User 2

* Users 29, 30
7 User 24
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Facilitating the publication of peer-reviewed papers was reported as a success measure of more
than one HPC domain-specific developer. This reinforces the idea that the HPC domain-specific
developer plays a crucial role in the integration of general-purpose technologies (e.g., a file
transfer service or community authorization service) into the domain context.

Domain-Specific Computation Goals

The computational goals of the HPC domain-specific developers interviewed fall into two groups.
One group pursues high-end computation goals in order to speed data analysis®. Specific
examples include speeding the processing of brain data, minimizing the time spent analyzing
huge volumes of genomic data, and identifying contaminants in a water distribution system as
quickly as possible. The second group is interested in providing easy access to high-end
computation®. Examples include enabling users to run sophisticated meteorological models on
high-end resources, making it easier for data miners to interactively run their algorithms, and
putting nanotechnology simulations into the hands of people who need them but otherwise
wouldn’t have access. A given HPC domain-specific developer may pursue none, one, or both
types of these computational goals.

When addressing a problem such as speeding the analysis of domain data, the HPC domain-
specific developer must understand how concepts such as targeted job types*’, mutual
authentication®', or delegation*” apply. Even after distributed computing concepts are understood,
additional time and expertise are needed to work out the specifics of the conceptual approach
(e.g., determine the implementation details needed to support a domain-specific virtual
organization). The HPC domain-specific developer plays a key role in two activities:
*  Translating domain goals to technological concepts: developing an overall conceptual
approach by merging domain-specific goals with distributed computing concepts
* Translating technology concepts to practice: designing and building a concrete technical
solution based on an overall conceptual approach

Domain-Specific Data Goals

The HPC domain-specific developers describe three types of data-related goals in the interviews.
One is providing access to domain data®’. Examples include providing access to ecological data
that is distributed and heterogeneous, and providing access to results of computationally intensive
analyses. A second type of data-related goal is aggregating domain data**. One interviewee
works to integrate distributed datasets to enable the creation of new synthetic products; another
works to aggregate patient information so it can be shared among multiple healthcare providers;
yet another user integrates data from remote sensors into an optimization and simulation
framewcz‘rsk. The third type of data-related goal reported during the interviews is moving data
securely ™.

The interviews suggest that the HPC domain-specific developer is generally concerned with the
management, organization and movement of data. This is somewhat different than the HPC
scientists, who manipulate their data as part of the scientific inquiry in addition to moving and
organizing it.

* Users 1, 20, 21, 23, 30

¥ Users 2,9, 19, 23,24, 25,27

“* http://www.globus.org/toolkit/docs/4.0/execution/key/

! http://www.globus.org/toolkit/docs/4.0/security/key-index html

2 http://www.globus.org/toolkit/docs/4.0/security/key-index html#s-security-key-delegation
® Users 3, 12,21

* Users 5,21, 29

* User 5
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Infrastructure Goals

In addition to domain-specific goals, HPC domain-specific developers reported three types of
infrastructure goals. The first is to integrate technology. In contrast to the HPC scientists’ direct
use of components like GridFTP, many HPC domain-specific developers we interviewed
integrate third-party components into their higher-level domain-specific products. Table 6 shows
the wide variety of technologies integrated by HPC domain-specific developers. Specific
integration goals mentioned in the interviews include the following:

* Integrating legacy domain-specific codes and applications™

* Integrating compute systems with science models and instruments*’

 Leveraging existing general-purpose tools*®

*  Accommodating domain device incompatibilities*

*  Enabling the local PC to participate as a resource in the workflow™

The second type of infrastructure goal reported in the interviews is to build a user interface’'
Some HPC domain-specific developers build interfaces to shield their users from complex or
unfamiliar technologies. Examples include “dashboards” for collaborators, domain-specific
portals and other Web-based applications.

The third type of infrastructure goal observed in the interview data is to create a coherent system
designsz. Examples include the desire to implement a service-oriented architecture, build WSRF-
compliant services, develop a systemwide security model and provide for future extensibility of
the system. Users also pursue specific design goals relating to scalability and reliability.

Social Goals

The HPC domain-specific developers we interviewed mentioned four social goals. One goal
discussed by several developers was a desire to support user-friendly interactions with
technology”’. Examples include reproducing control mechanisms that the scientist currently uses,
and implementing interactions in ways that the user can understand.

A second social goal mentioned by many HPC domain-specific developers is to enable end-users
of the system to acquire domain knowledge54. As part of this, the domain-specific technology
might support only one step in a larger scientific workflow, such as to host simulations prior to
manufacture in order to help identify design flaws. On the other hand, the domain-specific
technology being built might support the full end-to-end scientific inquiry.

A third social goal discussed in the interviews is to transform the way science is conducted within
the domain®. An example is the HPC domain-specific technology developer who works to bring
the concept of “simulate first, build later” to the field of nanotechnology.

The fourth social goal mentioned by the HPC domain-specific developers is to build a prototype
system in the hope that a larger community will adopt it*®. Such is the case for the water
distribution project, which is attempting to promote adoption at the municipal and federal levels.

* Users 1,2
47 Users 2, 9, 30
®Users 1,2,3, 5

* User 5

0 User 19

3 Users 2, 5,9, 19,21, 23,24, 25

2 Users 2, 5,9, 19, 21, 30

3 Users 2,3,5,9, 19, 24, 25
 Users 1,3, 5,9, 12,20, 21, 24, 25,27
» Users 5, 21, 24,29

% Users 5,29
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HPC Domain-Specific Developer Issues

Figure 10 summarizes those issues discussed in the interviews of the fifteen HPC domain-specific
developers. Most of the issues reported arise from integrating (as opposed to directly using) the
general-purpose technologies listed in Table 6. Problems are often described from the client-side
view, as many of the developers in this group build systems that serve as clients for remotely-
maintained services. More information about domain-specific developer issues, with references to

the users corresponding to each cloud, follows the figure. Additional context can be found in their
respective interview writeups in Appendix D.
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Figure 10: HPC domain-specific developer issues
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Need to Overcome Social Barriers

Some HPC domain-specific developers bring novel techniques to their domain by building
systems that leverage new general-purpose HPC technology. Such users can encounter resistance
in their communities when introducing new approaches’’, triggering a need to educate and
communicate benefits. We note that the HPC domain-specific developers serve not only as users
of general-purpose HPC technology but also as advocates for it. Those assuming support
responsibilities as a side effect of their advocacy may in turn rely heavily on general-purpose
HPC technology developers for support.

HPC domain-specific developers can struggle to meet the many competing demands on their
time™®. Specific stresses mentioned in the interviews include juggling multiple projects, needing
to build an end-user community in addition to developing the technology, and maintaining
effective communications between distributed partners.

Interviewees also discussed a need to encourage development of tools and supporting
technologies within the community™.

Lack of Knowledge

Many HPC domain-specific developers face a learning curve in how to transform science goals
into technical solutions®. This issue especially affects those trained in disciplines other than
computer science, as domain specialists can lack required technical training. Service-level and
multiservice training materials are scarce and domain-specific case studies are not documented in
detail. This situation, combined with a lack of general technical support mechanisms for science
users, means that many HPC domain-specific developers face this learning curve on their own.

A second type of knowledge-related problem discussed is the HPC domain-specific technology
developer who reports a lack of site-specific runtime information®'. One user noted it can be
difficult to discover information about resources outside his control, such as determining which
environment settings are needed to interact successfully with the remote site.

Component Integration Issues

Several HPC domain-specific developers discussed challenges associated with third-party
component integration. The far right column of Table 6 includes technologies that HPC domain-
specific developers use to facilitate their integration work:

* Clientside APIs, used to interact with pre-existing remote services®

* Service development kits, used to build and host services®

*  Workflow tools, used to encapsulate implementation details of the scientific workflow®*

*  Scripting languages, used to implement simple workflows®’
These technologies are key to the successful component integration experience and should be
taken into account when considering the technology requirements of these users.
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The summary of component integration problems reported in the interviews of the HPC domain-
specific developers provides component developers with a list of key user concerns:

*  The desired component conflicts with existing elements of the system®® (not
interoperable with another component, incompatible with a third-party library, machine
architecture conflicts, etc.).

*  The component is not widely deployed on remote resources®’ (so the domain-specific
developer cannot depend on being able to use it at runtime).

*  Desired component features are not implemented®® (insufficient logging controls, lack of
security hooks, etc.).

*  The component does not perform as expected® (e.g., updates to the data in an
information service happen less frequently than desired).

 Implementation issues hinder integration”’

o Extensive application-level changes are required to integrate.

o Component APIs offered in an language unfamiliar to the user.

o The user interface for the component is the wrong type (i.e., programmatic
interface available, but users don’t code).

o Advanced configurations of the component are not well understood.

o Component error messages are misleading or vague, making it difficult to
implement automatic responses.

System Integration Issues

The HPC domain-specific developers also discussed several system-level integration issues. Such
problems extend beyond the boundary of any one component. Interviewees reported four main
types of such problems.

The first type involves difficulties integrating domain-specific code into the Grid security fabric’'.
First some context on this topic: secure component-to-component communication requires
sharing interoperable and compatible security settings. While many general-purpose components
include the ability to configure security without changing any code, domain-specific tools and
legacy applications may not. Depending on the system design, building a secure distributed
domain-specific application may require the domain-specific developer to learn a new
programming model and modify working code. This requirement can seem a high barrier to some
HPC domain-specific developers. Managing large, secure deployments can also pose problems;
one interviewee reported that generating and distributing certificates for multiple end-users across
many resources is a significant challenge.

The second type of system integration issue mentioned in the interviews involves missing
technology. Many domain-specific developers use third-party code in their products, which is
good news for general-purpose technology developers. Sometimes, however, no existing
implementation of a needed capability can be found’, increasing the implementation burden of
the HPC domain-specific developer. Specific missing capabilities mentioned in the interviews
include automatically receiving notifications when resources becomes available, and being able to
dynamically add new resources to a running job without restarting.
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The third type of system integration issue that HPC domain-specific developers may face is a
paucity of remotely accessible runtime information about the infrastructure they are integrating”.
More information is needed to enable appropriate choices to be made about remote interactions at
runtime. Example information mentioned in the interviews includes the version of a service, a
description of the service’s role in the remote system, its runtime dependencies, planned
downtimes, current configuration settings and current load.

The fourth type of integration issue is disruption caused by feature changes or backward
compatibility breakages in updates of third-party technologies’®. We note that while some HPC
domain-specific developers may be able to anticipate the impact of third-party technology
workplans on their systems and respond accordingly, others may lack the time or technical
grounding to fully track and understand the plans. Effectively engaging HPC domain-specific
developers in the product planning process may require the general-purpose technology developer
to reach out and explain workplans in terms of their impact on existing domain-specific systems.

System Stability

Addressing system stability issues is a key focus of some HPC domain-specific developers. One
user expressed concern about the potential for information service failures to undermine the
system’s stability. When information providers go down, work stops’’. Another information
service-related problem is the delivery of false data’®, such as when a remote job fails but goes
unreported.

Out of a desire for stability, the HPC domain-specific developer may be interested only in using
production-quality components’’. There is a tension here, as it is not easy for general-purpose
technology developers to provide builders of complex applications with software that is
guaranteed to be stable. Domain-specific data and interaction patterns are difficult for general-
purpose technology developers to emulate on their own. Moreover, deployment-specific problems
can be a destabilizing factor outside of the component developer’s control.

Some interviewees reported difficulties getting remote jobs to run reliably’: services crash, file
systems fill up, certificates expire, applications fail, and so forth. One interviewee noted that end-
users generally do not understand how to deal effectively with such failures. Some HPC domain-
specific developers suggested making service reliability a top development priority. Another
developer speculated that many failures might be eliminated if the service is hosted on an
adequately sized machine. To facilitate the systems design process, one interviewee suggested
that component developers publish load limits for their technologies.

Diagnostics

A key issue facing many HPC domain-specific developers is diagnosing problems at runtime.
Lack of familiarity with the technical minutiae of deployed technologies and lack of access to
diagnostic data across the entire system means much of it is a black box"’. This frustrates attempts
to fix problems efficiently.
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The difficulties identifying problem sources are exacerbated by poorly documented error codes
and misleading error messages®’. One interviewee observed that effective troubleshooting can
require an understanding of the implementation details of the component. This would seem an
impractical requirement, given the time constraints and domain-specific focus of the HPC
domain-specific technology developer.

Another problem users encounter is that diagnostic data is spread across multiple files®' (syslog,
messages.log, etc.) Hence, it can be difficult to build a complete picture of a problem. Even once
a comprehensive view is assembled, log data generally does not suggest how to fix problems, but
instead contains implementation-specific details.

The HPC domain-specific developers offered several ideas for improving the troubleshooting
process. One suggestion is to provide mechanisms that capture diagnostic information at the time
a problem occurs. A second suggestion is to provide remotely accessible diagnostic interfaces that
enable multiple people (i.e., the system administrator, the HPC domain-specific developer, the
end-user) to debug problems together. One user suggested that the community adopt a more
centralized structure for administration of services; under such an arrangement experts could be
called upon to quickly identify and respond to problems.

Work within Deployment Constraints

Some HPC domain-specific developers work on projects that provide them with complete control
over the resources they use. Others work on projects that leverage shared resources over which
they have limited control. Those who use shared resources must often work within the constraints
of the deployed infrastructure. According to the interviews this situation can pose challenges for
the HPC domain-specific developer.

One such challenge arises when a desired service is not available on the shared resource®. An
example is the user who reports not having access to a GridFTP client and so uses scp to move
data. In some cases the user may in fact have access to the technology, but not know how to
invoke it or to become authorized to use it. In other cases the service may be deployed, but it is
the wrong version. This can result in subtle compatibility problems, such as when a bug is fixed
at one site but not at another.

A second deployment constraint involves the lack of prerequisite software for the application on
the remote resource™. On local resources, a single copy of software prerequisites is often installed
for all the end-users to share. When applications are run on remote resources, project-specific
prerequisites must sometimes be deployed specially for each user. The burden of software
prerequisite setup can fall to the HPC domain-specific developer, as opposed to the resource
owner. One domain-specific developer had to develop new operational procedures for his
application (invocation scripts, user documentation, etc.) to accommodate the relocation of the
prerequisites. This class of work adds to a barrier that must be overcome to enable remote
interactions.

HPC domain-specific developers also encounter problems because of the heterogeneity of
implementations providing similar capabilities®*. One interviewee expressed frustration about the
diversity of resource allocation mechanisms in his pool of remote resources. In his case project
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staff must test their job submission code individually at each remote site in order to ensure proper
functioning of their application. The diversity of parallel libraries across the sites is also
reportedly a problem area, as are the scripting interfaces on the various remote resources.

Users may also encounter problems managing the heterogeneity of remote configurations®*. For
example, if several GridFTP servers used by a project sit behind differently configured firewalls,
the HPC domain-specific developer needs to do extra client-side work to accommodate the
configuration differences. Interactions between issues can compound problems. For instance,
relatively simple configuration conflicts may not be addressed efficiently if the error messages
describing them are misleading or difficult to interpret.

Some HPC domain-specific developers encounter issues trying to move data across distributed
infrastructure. For example, getting data in and out of large-scale facilities can be a challenge,
especially when end-users are connected to lower-bandwidth networks®. Another interviewee
was prevented from implementing his preferred approach for moving application data (streaming
via direct connections with worker nodes) because of the need to work within HPC center
security policiesg7. Changing runtime conditions®® are also an issue for the domain-specific HPC
developer. Interviewees discussed a need to assess and react to system load and other runtime
characteristics in order to achieve desired performance.

Recommendations

In Section 5 we present several recommendations for developers of distributed technology that
would benefit HPC domain-specific developers. For example, we recommend that developers of
general-purpose technologies both broaden the focus of component-centric development and
enlist the aid of HPC domain-specific developers to translate generic technology concepts into
domain-specific concepts. Adoption of these recommendations would result in the identification
of key technology requirements of domain-specific developers, as well as improved
documentation and testing for existing technologies on which the domain-specific developers
depend. See Section 5 for detailed information on these and other recommendations.

4.4 @Type 3: The General-Purpose HPC Infrastructure
Provider

Eight of the thirty interviewees work on projects in which they integrate domain-specific
technology and develop, integrate and use general-purpose technology. Table 7 shows an
overview of the technology interactions reported in the interviews. This group represents the third
of four technology interaction clusters, or user types, found in the interview data. We refer to this

group as “general-purpose HPC infrastructure providers™™.

In this section we present a composite profile of the general-purpose HPC infrastructure provider.
The profile is a distillation of key ideas from the eight interviews with an emphasis on work-
related goals and challenges. To broaden its relevancy beyond the eight users, the profile
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highlights the abstractions behind the specifics; details from the eight interviews are used for
illustrative purposes. The interview data underlying the profile can be found in Appendix D.

Table 7: General-purpose HPC infrastructure provider interactions

HPC Infrastructure Provider

General-Purpose HPC Technology

Domain-Specific Technology
Dev Integrate Use Develop Integrate Use
MPI, TotalView, GSI,
TAGPMA CA, GRAM4, pacman,
ctal GridFTP, globus-url- VDT,
poha d’ 1 copy, uberFTP, GSI- GridSphere,
User7 applications me;asc : :: uler, OpenSSH, MyProxy, GridPort,
¢ 1enk 0018 grid-proxy-init, Condor- | perl, python,
package G, MDS, GRMS, bash, Java C,
GridWay, community C++
HPC centers
Unclassified Nuclear
Engineering data, scp, .
test suites GridFTP, PVFS, MPICH, bchZraJI?oI::’rf
onal HP7 C MPI-IO, HPSS, Cobalt ba’sh ’
User10 scientific codes natlf(:(l:iity Scheduler, 128,000 cores, thon ;hell
services 64 terabytes RAM, 5 p}s/cript’s C
petabytes disk, 100 Jav; ’
petabyte tape archive, 768
10Gigabit Ethernet ports
fest probes, job input/outpL}t files, test
b submission results, log files, GSI,
] hani GridFTP, RFT, MDS4, perl, python,
User11 scientific models mece amls m, Condor-G, GRAM, shell, C,
3‘;?5; Condor, classads, ReSS, C++, Java
scripts VOMS, LRMs, PVFS,
MPI, OSG
portal, GridFTP, MDS, GRAM,
monitoring GSI, MyProxy, GSI-
layer, OpenSSH, Java WS Core,
. rojectwide Condor-G, GRMS, workflow
User13 applications pscljleduler, GridWay, GUMS, tools, VDT
security PRIMA, VOMRS,
architecture, VOMS, TAGPMA CA,
client stack community HPC centers
virtual meeting spaces, II’)I};%OE’
scientific . user data, video data, i
. collaboration . . C++, drupal,
applications, framework audio data, community intaller
User15 visualization data, ’ mailing lists, bug tracking .
remote sharqd system, schedulers, tOOIkIFS’
. applications . GDB, Visual
Instruments community servers, Studio
national HPC facilities J
DebugView
high-resolution S(;zi;zl; tiled displays, TeraGrid,
User16 v1suallzatlops, infrastructure, community HPC Python, C++
atmospheric hieh-speed 10 facilities, ROCKS
simulations g1-SP distribution
system
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HPC Infrastructure Provider
Domain-Specific Technology General-Purpose HPC Technology
Dev Integrate Use Develop Integrate Use
GridFTP, GRAM,
MyProxy, GSI, VOMS,
GUMS, Security
jobmanager- Authorization Service,
. condor Grid LAN (GSI-based),
User1? job requests emulator, test MPI LAN (Kerberos- ¢
jobs based), OSG software
stack, institutional HPC
facilities, national HPC
centers
Tomcat,
HPC clusters, MATLAB, Globus
portal Abacus, C, C++, Toolkit,
User18 applications benchma’rks FORTRAN, MPICH for Java,
GigE, MVAPICH for GridSphere,
InfiniBand, Open MPI mySQL,
shell, perl

General-Purpose HPC Infrastructure Provider Overview

General-purpose HPC infrastructure providers develop and maintain infrastructure for use by the
HPC scientific community. They integrate a variety of general-purpose HPC technologies
(second column from the right in Table 7) and work with their users to translate domain-specific
applications to a multi-use distributed computing context. The general-purpose HPC
infrastructure providers we interviewed interact with domain-specific data and codes in a generic
way, as files and processes, not in a domain-aware fashion. In terms of their development work,
some interviewees build their systems from scratch, while others add new interfaces or tools to
existing infrastructure. In either case the infrastructure providers are experts in general-purpose
HPC technology, and they employ their expertise to help HPC scientists and HPC domain-
specific developers manage their applications and data. As maintainers of some of the most
powerful systems in the world, the general-purpose HPC infrastructure provider serves as a key
enabler of high-end scientific computing.

General-Purpose HPC Infrastructure Provider Goals

Comparing the goals of the eight general-purpose HPC infrastructure providers with those of the
thirty users as a whole (depicted in Figure 4), we see they fall into all four top-level categories.

In the category Conduct and promote scientific research, the general-purpose HPC infrastructure

providers work to
- Eliminate barriers to scientific investigation, and
->Build a case for continued financial support.

In the category Expand the community that can use a resource, the providers
->Make scientific applications accessible to more potential users,
->Make computation services accessible to more potential users, and
->Make scientific colleagues accessible to more potential users.

In the category Expand the resources available to a specific community, they
->Provide computing systems to scientific users, and
“>Federate institutional computing resources.
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In the category Satisfy user requirements for systems used to do science, they
- Establish and employ security mechanisms that support dynamic, inter-organizational
collaboration, and
- Establish and maintain system stability.

Comparing the general-purpose HPC infrastructure provider goals with the integrated goals
shown in Table 2, we see that they fall within all four quadrants: Social Operation, Social
Development, Technical Operation, and Technical Development.

Figure 11 summarizes those goals reported by the eight general-purpose HPC infrastructure
providers. Production, exploratory, and social goals come to the fore. Details about the goals,
with references to the users who correspond to each cloud, follow the figure.

General-Purpose HPC Infrastructure Provider Goals
Perspectives on Distributed Computing User Interviews
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Figure 11: General-purpose HPC infrastructure provider goals
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Production-related Goals

Unsurprisingly, the HPC infrastructure providers we talked to discussed a need to deliver a high
quality of service® to their end-users. Interviewees mentioned the need to provide an operational
system and to minimize failures. One user plans to implement redundancy for key services in his
system. Another plans to replicate key application data for backup and high availability.

Another production-related goal of the HPC infrastructure provider is to unify and share services
and resources’'. Examples include unifying local resources of a particular type, such as
distributed storage or multiple clusters by binding them through common interfaces, and sharing
institutional resources with a larger community, such as the Open Science Grid. Other example
unification goals are software-focused: providing a common authentication and authorization
infrastructure or pooling use of licensed software applications. Additional examples are related to
sharing work-related data, such as end-user video, audio, and scientific data.

The third production-related goal discussed by the general-purpose HPC infrastructure providers
relates to end-user supportgz. An example is helping to integrate and debug domain-specific
applications, in addition to providing the usual IT services. Other examples include facilitating
the advancement of science in research and education and lowering the expertise requirements for
use of the general-purpose HPC technologies.

Exploration-related Goals

One exploratory goal involves efforts to bring distributed computing to new application
domains”. Meeting this goal can involve the identification and implementation of new
infrastructure requirements.

Another exploratory goal is to understand how changing fundamental assumptions about the
system affects application architectures and the user experience94. An example is the effort to
understand what would happen if lightpaths could be scheduled between distributed computers in
the same way that jobs today can be scheduled on a compute resource.

The third exploratory goal involves facilitating end-user interactions with technology’’. One
interviewee stated that he works to provide an environment in which distributed people can
interact as if they are colocated, an area associated with multiple research topics. Other key end-
user interactions involve remote instruments.

Social Goals

Some general-purpose HPC infrastructure providers we interviewed discussed their efforts to
develop an initial set of end-users and recruit new end-users’® for their system. One interviewee
also mentioned the need to form collaborations in the community and build support for further
funding®’.
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General-Purpose HPC Infrastructure Provider Issues

Figure 12 summarizes the issues discussed by the eight general-purpose infrastructure providers
that make up this group. The interviewees reported problems integrating the technologies listed in
Table 7 into their systems, with discussions generally addressing both the client-side and server-
side perspectives. Other issues reflect the group’s need to support the users of their infrastructure,
as well as to interoperate with other systems. More detailed information, with references to the

interviewees corresponding to each cloud, follows the figure. Specific context can be found in
their respective interview writeups in Appendix D.

General-Purpose HPC Infrastructure Provider Issues
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Figure 12: General-purpose HPC infrastructure provider issues
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End-User Support Issues

General-purpose HPC infrastructure providers spend significant time on technical support of their
users’®. An infrastructure provider we interviewed observed that, taken as a whole, Grid software
does not provide an easy-to-use operating environment for end-users. He asserted that getting
users running on the Grid should be as easy as getting them running on a cluster.

In addition to technical issues, infrastructure providers also find themselves having to address
cultural issues’. Whether helping the end-users overcome a fear of losing control of their data,
getting them to trust unfamiliar security mechanisms, or persuading them to embrace a new way
of working, the HPC infrastructure provider can find himself quite busy supporting users on a
variety of nontechnical topics.

Maintenance Issues

The general-purpose HPC infrastructure providers also discussed several issues related to systems
maintenance.

In order for the infrastructure provider to work effectively, more documentation is needed about
the general-purpose HPC technologies they are asked to deploy'®. According to the interviews,
documentation is needed on the following topics: engineering information, details on the
component design, and information on basic distributed computing concepts (What is a client?
What is a server?). A concern was also raised about the difficulty finding documentation for older
versions of components that are still in use, such as GRAM?2.

More specific engineering information would be useful, according to one interviewee: How big
should the machine be to host the component? How fast do the drives need to be? What should
the network connectivity look like? What security infrastructure (or other software) will be
needed to support the service?

Needed design and implementation information includes details that reveal the component
developer’s design assumptions. Examples include where and how job state is maintained in
GRAM and a description of the concurrency locking strategies for managing job state.

In addition to needing more documentation, a major issue involves keeping deployments in a
coherent state'”'. General-purpose HPC infrastructure providers, especially those with
deployments consisting of thousands of nodes, face problems keeping software versions up-to-
date on all the machines, maintaining cross-component compatibility, and ensuring the integrity
of software configurations. One interviewee noted that these types of problems fall outside the
responsibility of component developers because they are the result of choices made by the
infrastructure provider.

Two additional maintenance-related issues were discussed in the interviews. HPC general-
purpose infrastructure providers may find that deployment packaging is too coarse-grained'?,
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thus increasing to an undesired degree the size of their own distributions. The final issue reported

in the interviews is a technology’s lack of platform supportm.

Service-Level Issues

Service-level issues for general-purpose HPC infrastructure providers can take various forms,
such as when a service does not work as anticipated'*. In this category interviewees reported
features as being buggy, not fully implemented, not scaling to the degree needed, or having other
poor performance characteristics.

Another category of service-level problems found in the interview data involves a service’s lack
of desired features or public interfaces'®. Specific features mentioned in the interviews include
guaranteed delivery of notifications, dynamic IP address handling and the need for service
redundancy. One user suggested that if desired features like redundancy are not provided, the
component developer should provide hooks to facilitate custom development. An example of a
public interface issue is the case where GUI clients are desired but are not available.

The final service-level issue mentioned in the interviews involves the assertion that errors in
client-side configurations are a significant source of end-user errors'*. We note the intractability
of this problem in situations where the general-purpose HPC infrastructure provider does not
control client deployments.

Systemic Issues

The general-purpose HPC infrastructure providers we interviewed describe a variety of issues
involving interactions across multiple services, resources, and sites.

Configuring and deploying GSI'”’ can be a challenge for the general-purpose HPC infrastructure
provider. One interviewee noted that information on how to establish large-scale security
deployments is lacking. Configuring security can be difficult, as can setting up a certificate
authority'*®.

General-purpose HPC infrastructure providers may be required to support multiple identity
management systems'?”’. For example, an end-user might simultaneously belong to an OSG
virtual organization, EDUCAUSE, and TeraGrid, in addition to his home institution.

General-purpose HPC infrastructure providers who wish to interoperate with other sites can
encounter missing, incompatible, misconfigured, or poorly supported remote services''’. These
types of problems can be intractable, particularly when the provider must support multiple
distributed projects simultaneously.

The general-purpose HPC infrastructure provider must also manage problems triggered by
distributed use cases'''. Examples of such issues include network congestion due to the need to
move high volume data between sites, varying constraints on network bandwidth across the entire
system, and local system failures resulting from remotely initiated high IO loads.
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Diagnostics

Detecting site failures''> can be a challenge for the general-purpose HPC infrastructure provider.
Once such failures are detected, identifying the causes of problems can be difficult, at least in part
because the source of trouble often needs to be inferred'"”. One infrastructure provider
commented, “solving problems is easy once you have all the data.” Yet much of the information
needed to efficiently diagnose troubles is not exposed via remote interfaces.

Even with the benefit of privileged local access, pinpointing the source of job failures at a site can
be difficult. Information about a single job can span multiple log files''"*, each of which must be
tracked down. Temporary files that might be useful for diagnosing problems may be deleted'"’.

Moreover, error messages and codes may not accurately reflect underlying problems''.

We note a strong overlap of concerns in the area of diagnostics when comparing this user with the
HPC domain-specific developer. One key difference is that the HPC domain-specific developer
may have a more limited view of server-side data than the general-purpose HPC infrastructure
provider.

Social Issues

A wide variety of social challenges were mentioned during the interviews. For example, general-
purpose HPC infrastructure providers can spend significant time coordinating with colleagues via
meetings and email when projects span institutional boundaries''’. As noted by the HPC domain-
specific developers we interviewed, such communication burdens can be heavy.

Another social challenge mentioned by the general-purpose HPC infrastructure providers is
tracking independent software development efforts''®. Those who do not track developments run
the risk of reinventing code. However, those who reuse code rather than write their own must

then manage the bugs they encounter in the third-party code'"’.

The general-purpose HPC infrastructure provider may need to fight a perception that computer
scientists are merely technicians for domain scientists'*’. In such cases, attention and time are
required to establish a relationship that advances the work of both parties.

General-purpose HPC infrastructure providers also discussed challenges associated with the
funding process'*', such as low award rates, the requisite long wait before learning whether the
award has been granted, and the need to decompose research priorities into fundable subsets.

Another issue discussed in the interviews is that establishing new trust relationships across
distributed systems can be time-consuming'**. This type of work can require manual setup of
portal accounts or allocation negotiations on multiple remote resources.

One general-purpose HPC infrastructure provider mentioned a need to educate local IT staff
about distributed computing practices'>. Topics include preventing servers from being shut down
despite the fact that passwords are not changed every ninety days.
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Recommendations

In Section 5 we present several recommendations for developers of distributed technology, at
least two of which would benefit general-purpose HPC infrastructure providers. For example, in
Section 5.1 we recommend that developers of general-purpose HPC technology broaden the
focus of component-centric development. This would result in improved diagnostic support and
documentation on advanced component configurations. We also recommend working with
general-purpose infrastructure providers to refine requirements for reliability and multiuse
deployments. This would ultimately result in key usability and feature enhancements that would
benefit infrastructure providers, as well as performance improvements for their end-users. See
Section 5 for the discussion of these and other recommendations.

4.5 ‘Type 4: The General-Purpose HPC Technology
Developer

Four of the thirty interviewees work on projects in which they develop, integrate, and use
general-purpose technology. Table 8 shows an overview of the technology interactions reported
in the interviews. This group represents the last of the four technology interaction clusters, or user
types, found in the interview data. We refer to this group as “general-purpose HPC technology
developers™'**.

In this section we present a composite profile of general-purpose HPC technology developers
based on the four interviews. The profile is a distillation of key ideas from the interviews with an
emphasis on work-related goals and challenges. To broaden its relevancy beyond the four users,
we highlight the abstractions behind the specifics; details from the four interviews are used for
illustrative purposes. The interview data underlying the profile can be found in Appendix D.

Table 8: General-purpose HPC technology developer interactions

General-Purpose HPC Technology Developer

Domain-Specific Technology General-Purpose HPC Technology

Dev Int Use Develop Integrate Use

MPI, grid-proxy-init,
globusrun, globusrun-
ws, Rendezvous

Grid message Service, GridFTP,
User14 passing interface globus IO, XIO, C
(MPICH-G2) Globus data
conversion library,
Reliable Blast UDP,
UDT

"* The authors chose the name “general-purpose HPC technology developer” as an arbitrary label to denote the four users who have
this technology interaction pattern.
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General-Purpose HPC Technology Developer

Domain-Specific Technology

General-Purpose HPC Technology

Dev Int Use Develop Integrate Use
Java, PHP,
OpenSAML
and Shibboleth
Technology libraries
enabling Shibboleth, Globus Ja:/a
User22 attribute-based Java WS Core, Authorization
authorization GridShib CA Framework
(GridShib) Ant,
shell scripts,
GPT
best practices for
troubleshooting, python, OSG
User26 logging syslog-ng, OSG integration test
collection bed
mechanism
Java, C,
Maven, VDT
. GRAM2, SRM and nightly builds,
User28 VO services dCache, gLExec XACML
protocol,
Tomcat

General-Purpose HPC Technology Developer Overview
The general-purpose HPC technology developer creates software, specifications and guidelines

for use by other developers, scientists, and infrastructure providers. General-purpose HPC

technology developers identify fundamental abstractions and interaction patterns in distributed
systems and build products that can be applied in multiuse deployments and across a variety of
science domains. Whether directly or indirectly, general-purpose HPC technologies help insulate
domain-specific developers from the complexities of high-end distributed machinery, and help

infrastructure providers support and participate in multi-institutional distributed systems.

General-Purpose HPC Technology Developer Goals

Comparing the goals of the four general-purpose HPC technology developers with those of the
thirty users as a whole (depicted in Figure 4), we see that they fall into two of the four top-level

categories.

In the category Expand the resources available to a specific community, the general-purpose HPC

technology developers work to

- Enable scientific applications that require coordinated use of multiple systems.
In the category Satisfy user requirements for systems used to do science, they work to
- Establish and employ security mechanisms that support dynamic, interorganizational
collaboration;
- Establish uniform diagnostic mechanisms that satisfy debugging needs in dynamic systems;

and

- Acknowledge the requirements of all users.
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Comparing the general-purpose HPC technology developer goals with the integrated view of
goals shown in Table 2, we see they fall into two quadrants: Technical Operation and Technical
Development.

Figure 13 summarizes those goals reported by the four general-purpose HPC technology
developers. In this view, user-focused and product development goals come to the fore. Details of
the goals, with references to the users corresponding to each cloud, follow the figure.

General-Purpose HPC Technology Developer Goals
Perspectives on Distributed Computing User Interviews

Add new
features

Gather full set
of user
requirements

Product
Ensure user Development

success

Goals

In;pr;l:s gf‘e
F uall
ocused distributed

systems

Encourage
adoption in the
community

Provide end-
user support

http:#fiwww.mcs.anl.govi~childers/perspectives/

Figure 13: General-purpose HPC technology developer goals

Product Development Goals

One type of product development goal reported in the interviews is the desire to add new
features'>. Example features include enabling group and role-based access to resources, enabling
interoperability among independently-developed technologies, and defining public interface
guidelines for a community “best practices” document.

A second type of product development goal pursued by general-purpose HPC technology
developers is to improve the quality of distributed systems'*®. Specific goals mentioned during
the interviews include reducing the number of failed jobs, producing production-ready
infrastructure, and making it easier to troubleshoot distributed applications.

123 Users 22, 26, 28
126 Users 26, 28
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User-Focused Goals

The user-focused goals mentioned by the general-purpose HPC technology developers we spoke
with include encouraging adoption in the community'?’, providing end-user support'*®, gathering
the full-set of user requirementsm, and ensuring that end-users succeed in their work .

General-Purpose HPC Technology Developer Issues

Figure 14 summarizes the issues reported by the four general-purpose HPC technology
developers. The interviewees discussed design and compile-time integration problems, as
opposed to runtime integration problems. More detailed information, with references to the
interviewees corresponding to each cloud, follows the figure. Specific context can be found in
their respective interview writeups in Appendix D.

General-Purpose HPC Technology Developer Issues
Perspectives on Distributed Computing User Interviews

Need to revise
product in response
to changes in third-
party code

Integration

Conflicts with
third-party
dependencies

Third-party not
implemented
in desired
language

communication

Lack of
features in
third-party
code

Time
| demands /‘
No stable ‘ \ juggling
implementation ‘ Social multiple
of desired —1 projects
standard exists

Issues —

Diagnostic Y~
— ! telinquishing

development

ol when
oting third-
s T party code
Being inundated
with too much
debug
information

Site security
mechanisms
and policies

hindering
troubleshooting

egative
eption 4

about proxy

y

certs

http:Aiwww.mces.anl.gov/~childers/perspectives/

Figure 14: General-purpose HPC technology developer issues

127 Users 26,28
128 User 28
12 User 28
30 User 14
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Integration Problems

General-purpose HPC technology developers who incorporate existing services or libraries into
their work can encounter conflicts with third-party dependencies'®' such as Java runtime versions.
Developers may find that a needed third-party library is not implemented in the desired
programming language'*”. Sometimes multiple language implementations may be available but
behave differently, such as is the case with the C and Java GSI implementations.

Another integration issue faced by general-purpose HPC technology developer is the need to
revise their work in response to changes in third-party code on which they depend'*’. Developers
must then decide whether to adapt to the changes or base their work on an old version, allowing it
to fall out of sync with mainstream development.

The interviewees also expressed concern about the lack of desired features in third-party code'**.

Examples include usability and administration-related features such as monitoring capabilities. If
the third-party vendor does not support such features, the general-purpose HPC technology
developer must implement them himself.

The general-purpose HPC technology developers wishing to base their code on emerging
standards also reported that they may find that no stable or accepted implementation of the
desired standard exists'®.

Diagnostic Troubles

Firewalls and security policies can hinder troubleshooting efforts'*°. For example, in trying to
track down problems, developers may need to examine log files. However, this can be
problematic when log files contain sensitive information; stripping out sensitive information from
logs can undermine efforts to identify sources of runtime problems.

A second diagnostic problem described in the interviews that can hamper problem identification
is being inundated with too much debug information'*’. One interviewee described a situation in
which so much information is broadcast in response to an error (from thousands of concurrently
executing processes all experiencing the same problem) that it is impossible to understand and
manage; debugging tools for multithreaded code running at large scale would be helpful.

Social Challenges

General-purpose HPC technology developers who produce products used by the large distributed
technology projects may find that communicating with fellow project members can be time-
consuming ~. The management and coordination of intra-project development tasks can produce
hundreds of email messages and several conference calls per week. Work on multiple projects
can also create time management pressures13 .

For the general-purpose HPC technology developer, dependence on third-party code can save
significant development time. However, depending on third-party code requires the developer to

B User 22
132 Users 22, 28
133 Users 14, 22
134 Users 14, 28
135 User 28
13 User 26
37 User 14
138 Users 26, 28
13 User 22
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relinquish control over some aspects of his product development, in particular when and how

changes are made to the third-party code'*.

Another social issue discussed in the general-purpose HPC technology developer interviews was
the negative perception outside the Globus community about proxy certificates'*'. This can be a
barrier to adoption that the developer must work to overcome.

Recommendations

In Section 5 we present several recommendations for developers of distributed technology,
including the recommendation that they broaden the focus of component-centric development.
This would result in improved component tests and documentation and would perhaps decrease
the burden of user support (though ultimately it might increase the burden if the user-base
increased.) We also recommend partnering with other general-purpose technology developers
to build and document interesting multi-component examples. This would serve to highlight
the usefulness of each component and generate instructive material for all parties. See Section 5
for more details on these and other recommendations.

0 Users 14, 22, 26
141 User 22
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5 Recommendations

This section provides recommendations based on analysis of the interview data.

5.1 For Developers of Distributed Computing Technology
As the profiles in Section 4 show, the goals of distributed computing technology users extend
well beyond the bounds of any single technology. Yet Grid middleware development is organized
around providing users with functional components'**. Developers specify, implement, and make
components available for later assembly into products that satisfy specific use cases. A key
advantage of the component approach is that it facilitates code reuse: a component can be
combined with domain-specific code and other components to create higher-level products that
perform large tasks. We see many examples of this in the interviews, with components such as
RLS, GridFTP, and GRAM employed in a wide variety of domain-specific applications. Yet the
developer who works solely inside a component-centric bubble runs the risk of missing key user
requirements.

Recommendation 1: Broaden the focus of component-centric development

The crux of this recommendation (and all that follow) is that understanding the broader context of
component usage is essential to building useful, usable components. We recommend that
component developers address five key needs, highlighted in bold italics.

Product requirements are derived from the users’ needs: a goal or set of goals that users of the
product are trying to realize. Understanding component usage in relation to the larger product
requirements will help the developer write better tests for the component, based on realistic use
cases; write better documentation, using terminology and concepts familiar to the user; and refine
component requirements, using concrete ideas to augment the usual abstractions.

Note that a single set of product requirements can be satisfied by multiple system designs, as
multiple implementations can provide similar results. Therefore, product requirements alone are
insufficient to understand component-level requirements. Component developers must also work
to understand the end-to-end system design of the product. This understanding will yield
requirements related to the component’s public interface, such as interoperability, fault handling,
and logging.

Component developers should actively manage the contexts in which the components are
employed. If conflicting requirements exist, the developers will need to devise a strategy for
supporting them. One such approach is to design the component in such a way that incompatible
functionality is encapsulated in pluggable modules. Another approach is to provide specialized
versions of the component for each requirement set. Still another is to explicitly and noisily
declare one or more requirement sets to be unsupported.

The component developer should also ensure that dependent elements in the system are readily
available. Developers should track the dependencies of each product on components from other
sources and should monitor the availability of those components, for example by negotiating
agreements with other development teams or contributing to other development products.

Component developers should fully document the types of products in which the component is
intended to work. Developers should not leave it to the user to infer the component’s intended
use or the intended context for applying it. Useful descriptive information includes a description
of the product’s users, a summary of the user needs met by the product, a list of use cases and the

"2 Many example components can be found at http://www.globus.org/toolkit/docs/4.2/4.2.0/
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role the component plays in each use case, and an overview of an example system design and the
key requirements provided by the component.

Recommendation 2: Develop unique approaches for engaging different
user types

Figure 4 shows considerable diversity in what each of the thirty people interviewed aims to do
using distributed computing tools. Clearly, a single approach to outreach, training, and user
support will not serve all of these kinds of people equally well. Within each user type, however,
we can take similar approaches to outreach, training, and support. The reason is that the user
types are defined by the way members interact with technology. Technology developers should
choose types of users to work with and devise unique approaches for the engagements.

Elaborating on this general recommendation, we discuss four specific recommendations, one for
each user type: (1) provide a data movement product for HPC scientists who routinely move data;
(2) enlist the aid of HPC domain-specific developers to translate generic technology concepts into
domain-specific concepts; (3) partner with general-purpose infrastructure providers to refine
requirements for reliability and multiple-use deployments; and (4) partner with other general-
purpose technology developers to build and document interesting multicomponent examples.
Again, we use bold italics to highlight points.

1. Provide a data movement product for HPC scientists who routinely move
data

Section 4.2 profiles the three HPC scientists we interviewed. The primary application they see for
distributed computing tools is to move data between the systems where they perform simulation
tasks, data analysis tasks, and the rest of their work. The HPC scientists are first and foremost
scientists, not information technology specialists. Of the four user types identified in this report,
the HPC scientists had the narrowest scope of interest in distributed computing capabilities.

Data movement is a task that many HPC scientists need to perform routinely. The scientists we
interviewed were adamant that it is a time-consuming source of frustration for them. They feel
that they need to “baby-sit” file transfer tools to ensure that data movement failures — which are
frequent enough to become routine — are dealt with without losing valuable time. The scientists
use various manual techniques to reduce the impact of failures and to assure themselves that the
data has been transferred accurately. It is not only fault recovery that is a challenge. Diagnosing
the cause of errors is also reported as a time-consuming issue.

An end-to-end product aimed at these users must move large volumes of data of varying
numbers of files and varying file sizes. The solution must automatically restart in the event of
transient failure. The solution must be able to diagnose common configuration issues at either
end of the transfer (e.g., security misconfigurations, expired certificates) and provide diagnostics
in layman’s terms. Most important, the product must reliably work with the installed systems at a
wide range of HPC centers — multiagency, multi-institutional, international. The HPC scientist
should not need to install, configure, or tune the solution: it should be ready to use. Nor should
the HPC scientist need to tell the HPC center when the solution is not working: it should be
monitored by center staff and kept working at all times. Consider the case where the GridFTP
deployments at two centers do not recognize a common certificate authority. The scientists expect
the performance of the solution to be high, utilizing networks and 1/O interfaces to their capacity,
but this is a secondary concern relative to reliability and automation: slower, foolproof transfers
are preferable to faster, unreliable ones. A well-documented guarantee of data consistency and the
method used to assure it is a critical requirement.
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Training materials for the HPC scientist must be practical and focused on things that the
scientist can and should be doing himself, not things that the IT support staff should be doing for
him. A primary issue reported by HPC scientists is the need to move data from system to system
because no single system meets all of their needs. Training materials for these scientists should
clearly address how to use an end-to-end data movement solution, rather than how to build and
deploy the solution, unless it is trivial to deploy. Additional issues that HPC scientists reported
include having to personally deal with failures (e.g., restarting failed file transfers) and having to
debug security issues (e.g., expired certificates). Training materials for this user type should
provide practical suggestions for how to employ automated fault recovery mechanisms such as
RFT and how to quickly interpret the nature of a security error and who to talk to in order to
resolve each kind of error. Effective training materials depend, of course, on having in place a
robust, reliable, easy-to-use, end-to-end data movement product on the major HPC systems used
by HPC scientists.

2. Enlist the aid of HPC domain-specific developers to translate generic
technology concepts into domain-specific concepts

Section 4.3 profiles HPC domain-specific developers. These are people who both use and
integrate general-purpose HPC technologies 