3. DYNAMICS
a. Hybrid Form of Governing Equations

The hybrid vertical coordinate that has been implemented in CCM3 is described
in this section. The hybrid coordinate was developed by Simmons and Striifing (1981) in
order to provide a general framework for a vertical coordinate which is terrain following at
the Earth’s surface, but reduces to a pressure coordinate at some point above the surface.
The hybrid coordinate is more general in concept than the modified ¢ scheme of Sangster
(1960), which is used in the GFDL SKYHI model. However, the hybrid coordinate is
normally specified in such a way that the two coordinates are identical. |

The following description uses the same general development as Simmons and
Striifing (1981), who based their development on the generalized vertical coordinate of
Kasahara (1974). A specific form of the coordinate (the hybrid coordinate) is introduced
at the latest possible point. The description here differs from Simmons and Striifing (1981)
in allowing for an upper boundary at finite height (nonzero pressure), as in the original
development by Kasahara. Such an upper boundary may be required when the equations
are solved using vertical finite differences.

Generalized terrain-following vertical coordinates

Deriving the primitive equations in a generalized terrain-following vertical
coordinate requires only that certain basic properties of the coordinate be specified. If
the surface pressure is 7, then we require the generalized coordinate n(p, ) to satisfy:

1. n(p, 7) is a monotonic function of p.
2. p(m,m)=1

3. n(0,7)=0

>~

. n(ps, ™) = my where p; is the top of the model.

The latter requirement provides that the top of the model will be a pressure surface,
simplifying the specification of boundary conditions. In the case that p; = 0, the last
two requirements are identical and the system reduces to that described in Simmons and
Striifing (1981). The boundary conditions that are required to close the system are:

7'7(71-7 77) =0, : , (30,1)
n(pt, ™) = w(p) = 0. (3.a.2)

Given the above description of the Coordinate, the continuous system of equations

can be written following Kasahara (1974) and Simmons and Striifing (1981). The
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prognostic equations are:
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ot

a0 2

5=V (n/cos¢) — V? (E + @) + Fy,,,
oT -1 0

Bt acos?¢ [8)\(UT) +COS¢3¢( )}

+Q+FTH + Fpy,,

9 _ -1
ot acos? ¢

or Op
Er /1 v (6nv>d

[aa)\(Uq) + cos¢ 5

.0q
(Vq)] + g6 — pm + S,

oT

+T6 - 77(9 +CT

R
P

w
D

(3.a.3)

(3.a.4)

(3.a.7)

The notation follows standard conventions except that the virtual temperature is
represented by 7 and the following terms have been introduced, with n = (ny, ny):
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(3.a.8)

(3.a.9)

(3.a.10)

(3.a.11)

(3.0.12)

(3.0.13)

The terms Fy, Fy, @, and S represent the sources and sinks as determined by the tendency
physics for momentum (in terms of U and V'), temperature, and moisture, respectively.
This is discussed in the overview (Section 2) and in detail in Section 4. The terms
F¢,, and Fj, represent sources due to horizontal diffusion of momentum, while Fr,
and Fg, represent sources attributable to horizontal diffusion of temperature and a
contribution from frictional heating (see sections on horizontal diffusion and horizontal

diffusion correction).
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In addition to the prognostic equations, three diagnostic equations are required:
p(1)

®=3,+R Tdlnp, (3.a.14)
p(n)
.0p  0Op 7 Op )
n% =~ % /m \Y (Gnv dn, (3.a.V15)
n ap
w=V- -Vp-— V- =V )dn. (3.a.16)
™ 8’17

Note that the bounds on the vertical integrals are specified as values of  (e.g., 7, 1) or
as functions of p (e.g., p (1), which is the pressure at n = 1).

Conversion to final form

Equations (3.a.1) — (3.a.16) are the complete set which must be solved by a GCM.
However, in order to solve them, the function 7n(p, ) must be specified. In advance of
actually specifying n(p, 7), the equations will be cast in a more convenient form. Most of
the changes to the equations involve simple applications of the chain rule for derivatives,
in order to obtain terms that will be easy to evaluate using the predicted variables in
the model. For example, terms involving horizontal derivatives of p must be converted to
terms involving only dp/8n and horizontal derivatives of m. The former can be evaluated
once the function 7(p, 7) is specified.

The vertical advection terms in (3.a.5), (3.a.6), (3.a.8), and (3.¢.9) may be rewritten
as:

oy opoy

7787] - 77?57_7- ap ’ (3-@.17)

since 770p/07n is given by (3.a.15). Similarly, the first term on the right-hand side of (3.a.15)
can be expanded as

Op Opom

E = %—6?, (3(118)

and (3.a.7) invoked to specify O /0t.

The integrals which appear in (3.2.7),(3.a.15), and (3.4.16) can be written more
conveniently by expanding the kernel as

or\ —v.v (9P L%y,
v (anv> =V v(an)+anv V. | (3.0.19)
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The second term in (3.a.19) is easily treated in vertical integrals, since it reduces to an
integral in pressure. The first term is expanded to:

Op 0
vy (677) =Van (VP

_ a (0p

=V <awv”) |

v 0 (0p dp, (O :
=V5 (a )v T+ Voo V(an) (3.4.20)

The second term in (3.a.20) vanishes because d7/8n = 0, while the first term is easily
treated once n(p, 7) is specified. Substituting (3.a.20) into (3.a.19), one obtains:

Opy ) 9 (9 9p
v (8nv) = 9 <8W>V Vit 5 V-V (3.2.21)

Using (3.a.21) as the kernel of the integral in (3.a.7), (3.a.15), and (3.a.16), one obtains
integrals of the form

/v (8pV)d —/[ (gB)V-VHZPV V]d
/ V. Vr d( ) / 5dp. (3.0.22)

The original primitive equations (3.a.3) —(3.a.7), together with (3.a.8), (3.a.9), and
(3.a.14) — (3.0.16) can now be rewritten with the aid of (3.a.17), (3.a.18), and (3.2.22).

a¢

5 = k-V x (n/cos¢) + Fe,, , (3.a.23)
06 0
8t (n/ Cos ¢) \% (E + Q) + FJH 3 (3&24)
or -1 0 .0p0T R __w
B acos’ s [a/\(UT)-f-cosqb (VT)] +T6 77617 6p+c;‘,7_;

+@Q+ Fry; + Fry (3.a.25)
o -1 3} .0p 0q
Ot  acos?¢ [ (Ua) + cos¢ ¢( )] ta Ton op +5 (3.0.26)
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(1) p(1)
o [V .Vnd (ap ) / 5dp, (3.0.27)
ot (m0) o p(me)

0poU _ pT10por +Fy, (3.2.28)

=+ C+HHV - 776‘ Bp Rap(%r oA
.Op oV Tcospldpdr
—(C+ U - na 3 R— 59 59 + Fy, (3.a.29)
p(1)
=00, + R/ Tdlnp, (3.a.30)
p(n)
1), p(1)
72 _ op V. Vnrd (QZ—’) +/ 5dp}
"on ~ or (n:) om p(ne)
(n) p(n)
— | V.Vrd (87’) / 5dp, (3.2.31)
(n:) O p(n:) :
(m) p(n)
=Py vr- [V .Vnd (8‘” ) / sdp. (3.0.32)
Rz (me) 0n)  Jom)

Once n(p, 7) is specified, then dp/07 can be determined and (3.a.23) — (3.a.32) can be
solved in a GCM.

In the actual definition of the hybrid coordinate, it is not necessary to specify
n(p, ) explicitly, since (3.a.23) — (3.a.32) only requires that p and dp/8n be determined.
It is sufficient to specify p(n, 7) and to let  be defined implicitly. This will be done in a
later section. In the case that p(n,n) = om and 7, = 0, (3.a. 23) (3.a.32) can be reduced
to the set of equations solved by CCM1.

+

Continuous equations using 8 Iln(m)/dt

In practice, the solutions generated by solving the above equations are excessively
noisy. This problem appears to arise from aliasing problems in the hydrostatic equation
(3.2.30). The Inp integral introduces a high order nonlinearity which enters directly into
the divergence equation (3.a.24). Large gravity waves are generated in the v1cm1ty of steep
orography, such as in the Pacific Ocean west of the Andes.

The equations given above, using ® as a prognostic variable, may be easily
converted to equations using IT = In(7), resulting in the hydrostatic equation becoming
only quadratically nonlinear except for moisture contributions to virtual temperature.
Since the spectral transform method will be used to solve the equations, gradients will
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be obtained during the transform from wave to grid space.

equation for II, all terms involving V7 will then appear as #VIIL.

Equations (3.a.23) —
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Outside of the prognostic

(3.a.33)

(3.2.34)

(3.a.35)

(3.a.36)

(3.2.37)

(3.0.38)

(3.a.39)

(3.a.40)

(3.a.41)

(3.0.42)

The above equations reduce to the standard o equations used in CCM1 if n = ¢ and
n: = 0. (Note that in this case dp/0r =p/7m =0.)
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Semi-implicit formulation

The model described by (3.a.33) — (3.a.42), without the horizontal diffusion terms,
together with boundary conditions (3.a.1) and (3.a.2), is integrated in time using the semi-
implicit leapfrog scheme described below. The semi-implicit form of the time differencing
will be applied to (3.a.34) and (3.a.35) without the horizontal diffusion sources, and
to (3.a.37). In order to derive the semi-implicit form, one must linearize these equations
about a reference state. Isolating the terms that will have their linear parts treated
implicitly, the prognostic equations (3.a.33), (3.a.34), and (3.a.37) may be rewritten as:

%;- =—-RTV2lnp- V% + X, (3.0.43)

or R_w  0pdT

LY e/ el .a.44
p(1)

om__1 / 5dp + 24, (3.0.45)

ot T Jp(ne)

where X;,Y1,7; are the remaining nonlinear terms not explicitly written in (3.a.43) —
(3.a.45). The terms involving ® and w may be expanded into vertical integrals using
(3.2.40) and (3.a.42), while the V2Inp term can be converted to V2II, giving:

95 p(1)

9 _  prT 0o z/
o = RTp 5-V’Il- RV - Tdlnp + X, | (3.0.46)

p(n) p(1) p(n)
OF _ _RT [P 0 _ { o / sdp - / adp] Y (3aa7)
p P

ot o O Jp(ne) (ne) Op

1 p(1)
om__1 / 5dp + Zs. (3.0.48)
at T p(m)

Once again, only terms that will be linearized have been explicitly represented in
(3.0.46) — (3.a.48), and the remaining terms are included in X, Y2, and Zs. Anticipating
the linearization, 7 and cj have been replaced by T and ¢, in (3.0.46) and (3.a.47).
Furthermore, the virtual temperature corrections are included with the other nonlinear
terms.

In order to linearize (3.a.46) — (3.0.48), one specifies a reference state for
temperature and pressure, then expands the equations about the reference state:

T=T +T, (3.2.49)
T=n" +u, (3.a.50)
p=p (n,7")+p". (3.2.51)

17



In the special case that p(n, ) = o, (3.a.46) — (3.a.48) can be converted into equations
involving only IT = Iln 7 instead of p, and (3.a.50) and (3.a.51) are not required. This is
a major difference between the hybrid coordinate scheme being developed here and the o
coordinate scheme in CCM1.

Expanding (3.a.46) — (3.a.48) about the reference state (3.2.49) — (3.a.51) and
retaining only the linear terms explicitly, one obtains:

r T p" (1) p'(1) pr

¥ _ _pvr | (92) I+ / T'dlap" + / T—rdp'} +Xs,  (3.0.52)
ot N " (n) p’(m P

r P (n) rorpt(1) p"(n) "
or _ _ETT_/ 5dp’ — {(@) / Sdp’ _/ 5de] o | v, (3.0.53)
ot Cp P° Jpr(ni) 0T ) Jpm(ne) P (m) Op
o1l 1 /P'(”
—=-—= 5dp” + Zs. (3.a.54)
ot T Jpr(m)

The semi-implicit time differencing scheme treats the linear terms in (3.a.52) — (3.a.54)
by averaging in time. The last integral in (3.2.52) is reduced to purely linear form by the
relation '

(0P
dp —7rd<aﬂ_) +z. (3.a.55)

In the hybrid coordinate described below, p is a linear function of 7, so z above is zero.

We will assume that centered differences are to be used for the nonlinear terms, and
the linear terms are to be treated implicitly by averaging the previous and next time steps.
Finite differences are used in the vertical, and are described in the following sections. At
this stage only some very general properties of the finite difference representation must be
specified. A layering structure is assumed in which field values are predicted on K layer
midpoints denoted by an integer index, 7 (see Figure 1). The interface between 7, and
Mk+1 is denoted by a half-integer index, mx41/2. The model top is at 11,2 = n;, and the
Earth’s surface is at ng 112 = 1. It is further assumed that vertical integrals may be
written as a matrix (of order K) times a column vector representing the values of a field
at the ng grid points in the vertical. The column vectors representing a vertical column
of grid points will be denoted by underbars, the matrices will be denoted by bold-faced
capital letters, and superscript 7" will denote the vector transpose.
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Figure 1. Vertical level structure of CCM

The finite difference forms of (3.a.52) — (3.a.54) may then be written down as:
én+1 — én_l + 2At__&n

n—1 n
— 2AtRbV? <£I___'§_E_+.l_ - Hn)
\n—1 1\n+1
—-2Z&t}211’\72 ((22) ?:(Z:) __(ly)n>
n—1 n+1 )
— 2AtRh™V? (E——;—II— - H”) , " (3.a.56)
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n-—1 n+1
In+1 — In—l + QAtY_n — 2AtD" <é__12-__g__ - _5_”) , (30,57)
n—1 n+l T
1
I+ = 171 4 2AtZ" — 2At <-d___;;é__._ - é”) G Ap", (3.a.58)

where ()™ denotes a time varying value at time step n. The quantities X", Y™, and Z"
are defined so as to complete the right-hand sides of (3.a.43) — (3.a.45). The components
of Ap" are given by Apj = p}, +17 P . This definition of the vertical difference operator
A will be used in subsequent equations. The reference matrices H” and D", and the
reference column vectors b” and A", depend on the precise specification of the vertical
coordinate and will be defined later.

Energy conservation

We shall impose a requirement on the vertical finite differences of the model that
they conserve the global integral of total energy in the absence of sources and sinks. We
need to derive equations for kinetic and internal energy in order to impose this constraint.
The momentum equations (more painfully, the vorticity and divergence equations) without
the Fy, Fy, F¢,, and Fj, contributions, can be combined with the continuity equation

9 (p ap o (p.\ _ '
D () v ()2 2 (2) <y o

to give an equation for the rate of change of kinetic energy:

0 (0p.\ _ o (Op _ 0 (dp..
3t(3nE>_ v (877EV) an (BnEn>

RT Op Op
- -—p—%v -Vp — 57—;V V. (3.a.60)
The first two terms on the right-hand side of (3:4.60) are transport terms. The horizontal
integral of the first (horizontal) transport term should be zero, and it is relatively
straightforward to construct horizontal finite difference schemes that ensure this. For
spectral models, the integral of the horizontal transport term will not vanish in general,

but we shall ignore this problem.

The vertical integral of the second (vertical) transport term on the right-hand side
of (3.2.60) should vanish. Since this term is obtained from the vertical advection terms for
momentum, which will be finite differenced, we can construct a finite difference operator
that will ensure that the vertical integral vanishes.
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The vertical advection terms are the product of a vertical velocity (79p/07n) and
the vertical derivative of a field (8v/0p). The vertical velocity is defined in terms of
vertical integrals of fields (3.a.41), which are naturally taken to interfaces. The vertical
derivatives are also naturally taken to interfaces, so the product is formed there, and then
adjacent interface values of the products are averaged to give a midpoint value. It is the
definition of the average that must be correct in order to conserve kinetic energy under
vertical advection in (3.a.60). The derivation will be omitted here, the resulting vertical
advection terms are of the form:

Op 8y 1 dp p
( Ton ap) 2Apy, [( an)k+1/2 (Yr41— ¥x) + (773_77>k_1/2 (V% —%-—1)} : (3.aj61)

Apy = prt1/2 — Pr—1/2- (3.a2.62)

The choice of definitions for the vertical velocity at interfaces is not crucial to the energy
conservation (although not completely arbitrary), and we shall defer its definition until
later. The vertical advection of temperature is not required to use (3.a.61) in order to
conserve mass or energy. Other constraints can be imposed that result in different forms
for temperature advection, but we will simply use (3.a.61) in the system described below.

The last two terms in (3.2.60) contain the conversion between kinetic and internal
(potential) energy and the form drag. Neglecting the transport terms, under assumption
that global integrals will be taken, noting that Vp = ZZEVII, and substituting for the

p 67r
geopotential using (3.a.40), (3.a.60) can be written as:
0 (0p dp w Op
E)=- V.
5 (3n2) = -mr5v- (552
" (1)
- ?BV Vo, — éj)BV \% RT7TdInp+ ... (3.a.63)
on on (n)

The second term on the right-hand side of (3.a.63) is a source (form drag) term that can
be neglected as we are only interested in internal conservation properties. The last term
on the right-hand side of (3.a.63) can be rewritten as

p(1) p(1)
Oy v/ Rlenp=v-{@V/ R’lenp}
an p(n) O Jpm)
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op p(1)
-V ( V) / RT7dInp. (3.a.64)
on - J Jow

The global integral of the first term on the right-hand side of (3.a.64) is obviously zero, so
that (3.a.63) can now be written as:

9 (@E) = —RTap (” apvn)

ot \ dn on
op p(1)
+V- < V) RTdlnp+ ... (3.a.65)
on p(n)

We now turn to the internal energy equation, obtained by combining the
thermodynamic equation (3.a.35), without the Q, Fr,, and Fr, terms, and the continuity
equation (3.a.59):

5 (dp . dp . 9 (op . .
8t<a T) v (ancpTV) 51 (an%T”)
8pw
anp’

As in (3.a.60), the first two terms on the right-hand side are advection terms that can be
neglected under global integrals. Using (3.a.16), (3.a.66) can be written as:

9 <3p *T) rT%2v ("apvn>

+R (3.0.66)

ot \on P on po ,
-RTapl/ V- (QBV> dn + ... (3..67)
onp Jy, on

The rate of change of total energy due to internal processes is obtained by adding
(3.2.65) and (3.a.67) and must vanish. The first terms on the right-hand side of (3.a.65)
and (3.a.67) obviously cancel in the continuous form. When the equations are discretized
in the vertical, the terms will still cancel, providing that the same definition is used for
(1/p 8p/07)i in the nonlinear terms of the vorticity and divergence equations (3.a.38) and
(3..39), and in the w term of (3.2.35) and (3.a.42).

The second terms on the right-hand side of (3.4.65) and (3.a.67) must also cancel
in the global mean. This cancellation is enforced locally in the horizontal on the column
integrals of (3.a.65) and (3.a.67), so that we require:

1 P(1)
/{v (apv) Rlenp}dn
n4 on p(n) _
1 8p1/” 8p ;
- RT—==[ v.-(z=V d’}d. 3.0.68
/m{ onp Jy, (877’ ) Ty (3.0.68)
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The inner integral on the left-hand side of (3.2.68) is derived from the hydrostatic equation
(3.a.40), which we shall approximate as

K
O, =9, + RZHkﬂZ,

=k
K
=&, +RY HuTe, (3.a.69)
, £=1.
®=&,1+RHT, (3.2.70)

where Hyp, = 0 for £ < k. The quantity 1 is defined to be the unit vector. The inner
integral on the right-hand side of (3.4.68) is derived from the vertxcal velocity equation
(3.a.42), which we shall approximate as

(f) =(EQ?.) V, - VII
j pom/,

- ; Cre [5gApg +7 (Ve VID A (gﬁ ) } (3.a.71)

where Crp = 0 for £ > k, and Cy, is included as an approximation to 1/py for £ < k
and the symbol A is similarly defined as in (3.2.62). Cke will be determined so that w is
consistent with the discrete continuity equation following Williamson and Olson (1994).
Using (3.2.69) and (3.a.71), the finite difference analog of (3.a.68) is

K

1 : dp
> {Zn—k [5k4pk + 7 (Vi VI A (aﬂu RZHkﬂz} A

k=1

K ‘ N
_ Apy ap |
= ’; {Rﬂ Z Che [5@Ape +7(Ve-VII)A <8”)e] } Ang,(3.a.72)

where we have used the relation V- V(0p/0n)x = [6xApx + 7 (Vi - VII) A (Op/d7), )/ Ank
(see 3.a.22). We can now combine the sums in (3.a.72) and simplify to give

,; ; { [5kApk +7(Vi-VI)A (gﬁ)k] Hkﬂz}

{[&Ape—}-w(vz VII) A (gi ) JAkakﬂ}c}. (3.2.73)

Interchanging the indexes on the left-hand side of (3.4.73) will obviously result in identical
expressions if we require that

er = CekApg. (3.a.74)
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Given the definitions of vertical integrals in (3.a.70) and (3.a.71) and of vertical
advection in (3.a.61) and (3.2.62) the model will conserve energy as long as we require
that C and H satisfy (3.a.74). We are, of course, still neglecting lack of conservation due
to the truncation of the horizontal spherical harmonic expansions.

Horizontal fiiﬁusion

CCM3 contains a horizontal diffusion term for T,(, and § to prevent spectral
blocking and to provide reasonable kinetic energy spectra. The horizontal diffusion
operator in CCM3 is also used to ensure that the CFL condition is not violated in the
upper layers of the model. The horizontal diffusion is a linear V2 form on 7 surfaces in the
top three levels of the model and a linear V* form with a partial correction to pressure
surfaces for temperature elsewhere. The V? diffusion near the model top is used as a
simple sponge to absorb vertically propagating planetary wave energy and also to control
the strength of the stratospheric winter jets. The V?2 diffusion coefficient has a vertical
variation which has been tuned to give reasonable Northern and Southern Hemisphere
polar night jets.

In the top three model levels, the V2 form of the horizontal diffusion is given by

Foy =KD [V2(C+ f)+2(¢C+f) /o], | (3.0.75)
' Fy, = KO [V 1 2(6/a%)], (3.0.76)
Fr, = K®V°T. (3.0.77)

Since these terms are linear, they are easily calculated in spectral space. The
undifferentiated correction term is added to the vorticity and divergence diffusion
operators to prevent damping of uniform (n = 1) rotations (Orszag, 1974; Bourke et
al., 1977). The V2 form of the horizontal diffusion is applied only to pressure surfaces in
the standard model configuration.

The horizontal diffusion operator is better applied to pressure surfaces than to
terrain-following surfaces (applying the operator on isentropic surfaces would be still
better). Although the governing system of equations derived above is designed to reduce
to pressure surfaces above some level, problems can still occur from diffusion along the
lower surfaces. Partial correction to pressure surfaces of harmonic horizontal diffusion
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(0€/0t = KV2£) can be included using the relations:

0
(3.0.78)

0 0 0?
Vi =ViE—p= 'szlnp 2V, o8 - Vap + fvz
Op Bp 0%p
Retaining only the first two terms above gives a correction to the 7 surface diffusion which
involves only a vertical derivative and the Laplacian of log surface pressure,

Vit = Vit - gf) gp V2 +. (3.4.79)

Similarly, biharmonic diffusion can be partially corrected to pressure surfaces as:

.08 9p
: ~ ===V 3.a.80
V¢ = vi € 8p p —V°II+. (3.2.80)
The bi-harmonic V4 form of the diffusion operator is applied at all other levels (generally

throughout the troposphere) as

Feu = =K@ [V4(C+ 1) = (¢ + 1) (2/a%)7)], (3.0.81)
Fs, = —K® [v4 - 5(2/a?)?], (3.0.82)
BT Op
— _K® |gir _
Fr, =-KWY [v T o (%V"H] (3.a.83)’

The second term in Fr, consists of the leading term in the transformation of the V*
operator to pressure surfaces. It is included to offset partially a spurious diffusion of T
over mountains. As with the V2 form, the V* operator can be conveniently calculated in
spectral space. The correction term is then completed after transformation of T and V4II
back to grid—point space. As with the V? form, an undifferentiated term is added to the
vorticity and divergence diffusion operators to prevent damping of uniform rotations.

Finite difference equations

It will be assumed that the governing equations will be solved using the spectral
method in the horizontal, so that only the vertical and time differences are presented
here. The schematic dynamics term I' in equation (2.a.3a) includes horizontal diffusion
of T, (( + f), and 4. Only T has the leading term correction to pressure surfaces. Thus,
equations that include the terms in this time split sub-step are of the form
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O

5¢ =Dy (®) - (1)’ K*Vy, (3.0.84)
for ((+ f) and 4, and
orT N . 8T Op ..
—_— = — (—1)¢ g (20) 20 _ YT HH o a.
57 = Dyn(T) - (-1)'K {V,,T "ap or " H}, (3.2.85)
where ¢ = 1 in the top few model levels and ¢ = 2 elsewhere (generally within the

troposphere). These equations are further subdivided into time split components:

Pt = ¢! + 2A¢ Dyn (", y", 9"t (3.a.86)
,‘/)* — wn-}-l — 2AtL (_l)zK(2z)v7271 (w*n-*—l) ’ (30:87)
P = g, (3.a.88)
for ((+ f) and 4, and
T+ = 77! + 2At Dyn (T, 77, T771) | (3.0.89)
T* = T — 2A¢ (—1) K@DW2ig(T*) | (3.a.90)
T = T* + 2AL (1) K®q 9T 9p oy (3.0.91)

dp Orm ’
for T', where in the standard model ¢ only takes the value 2 in (3.a.91). The first step
from ()*7! to ()™*! includes the transformation to spectral coefficients. The second
step from ( )" to (*)**! for & and ¢, or ( )**! to ( )* for T, is done on the spectral
coefficients, and the final step from ( )* to (") for T is done after the inverse transform
to the grid point representation.

The following finite-difference description details only the forecast given by (3.a.86)

and (3.2.89). In what follows we use ( )"~ ' instead of U"_l from (2.a.8). This notation
is convenient for discussing the dynamical equations in isolation. The finite-difference
form of the forecast equation for water vapor will be presented later in Section 3c. The
general structure of the complete finite difference equations is determined by the semi-
implicit time differencing and the energy conservation properties described above. In
order to complete the specification of the finite differencing, we require a definition of the
vertical coordinate. The actual specification of the generalized vertical coordinate takes
advantage of the structure of the equations (3.a2.33) —(3.a.42). The equations can be finite-
differenced in the vertical and, in time, without having to know the value of n anywhere.

The quantities that must be known are p and dp/07 at the grid points. Therefore the
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coordinate is defined implicitly through the relation:

p(n,m) = A(n)po + B(n)m, (3.0.92)
which gives
9p
I = B(n). (3.a.93)

A set of levels 7, may be spec1ﬁed by specifying A, and By, such that o, = Ak + By, and
difference forms of (3.a.33) — (3.a.42) may be derived.

The finite difference forms of the Dyn operator (3.a.33) — (3.a.42), including semi-
1mphc1t time integration are:

" ="+ 248k - Vx (07 cos @), (3.0.94)

onHl = gl oAt v [ - (n"/cos ¢p) — V? <E_n + ‘I)sl-!-RHn(I,)n)]

— 2AtRH™V? ((I‘,)TH I (_I')")

2

: n—1 n+1
“ AR + 1)V (n___%n__ - nn) , (3.0.95)
i ! 1 6 ]. a
n+1l __ n—-1 _ Tl 4 n !
(Z) _(I) 24 [acossza)\ (ﬂ) acos¢8¢ H) ’F‘]
n—1 n+-1 )
—OAtDT (Q———;A— - gn> , | (3.2.96)
It = -t — 2At7ri ((én)T %n + (—Yn)T VHnﬂ'nA—B)
5n 1 + 6'n+1 n T 1 .
— 2At (--2——-— — 6 ) A, (3.2.97)

10p 10l
(nv), =+ F) Vi — RTx (paw)k'ﬁaa

1 .8p> (.819) '
- — Uky1 —Uk) + | 1= U — Ug- 3.a.98
s | (150, o =00+ (15E) W=t (sa09
+(FU)kv

10 oIl
(nw)e == G+ NV~ RT: (332 ) <2270
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1 ap) (.3p>
- Vie1 = Vi) + [ = Vi — Viee 3..99
a | (130),,.,, B =0+ (igh) | (h=View)| Gaso)
+ (Fv),, ,
@ (3,
Ty = T/6k + ——
k LYk (C;)k Q
ap) <.<9p) |
—= T, Te) + | = Ty — Tr-1)| , (3.2.100
e [(nan T (ig) BT Geto)
By = (w)® + (w)?, (3.0.101)
™ ! '
E;ri B Ti + s : (3.2.102)
(ch)x 1+ (_m - 1) a
) Bk+1/22[5gApg+Vg WVHAB@]
k+1/2 =1
k
~ Y [6eApe+ Vi - 7VIIAB], (3.a.103)
=1
(‘.‘f) :(l?ﬂ) V- 7VII
p/y \porm/,
k
— > Cre[6eApe + Vi - TVIIABy], (3.0.104)
=1
L forl<k '
Cre =4 % , | 3.2.105
{zp%k for £ =k ( )
Hye =CorApy, (3.0.106)
R

Dy = APZE‘TI: Cox
P
A '
=P (T% — Ti_1) (ene+1 — Bi—12)

2Ap;,
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APy (mw r
+ 2—&-1';%; (Tk+1 - Tk) (Ckg - Bk+1/2) , (30107)

exe 1, £<k
L {o, Sy (3.0.108)

where notation such as (_(_J_I_’)n denotes a column vector with components (UpT})". In
order to complete the system, it remains to specify the reference vector A", together with
the term (1/pdp/0), which results from the pressure gradient terms and also appears in
the semi-implicit reference vector b":

).~ (). (55) =5

— = — — = —, 3.a2.109

(pc?‘?r o \PJp\OT /) i ( )
=1, (3.a.110)
R" =0.  (3.a.111)

The matrices C™ and H" (i.e., with corﬁponents Cre and Hyy) must be evaluated at
each time step and each point in the horizontal. It is more efficient computationally to
substitute the definitions of these matrices into (3.a.95) and (3.a.104) at the cost of some
loss of generality in the code. The finite difference equations have been written in the
form (3.a.94) — (3.a.111) because this form is quite general. For example, the equations
solved by Simmons and Striifing (1981) at ECMWF can be obtained by changing only the
vectors and hydrostatic matrix defined by (3.2.108) — (3.a.111).

b. Spectral Transform

The spectral transform method is used in the horizontal exactly as in CCML.
As shown earlier, the vertical and temporal aspects of the model are represented by
finite-difference approximations. The horizontal aspects are treated by the spectral-
transform method, which is described in this section. Thus, at certain points in the
integration, the prognostic variables (( + f),d,T, and II are represented in terms of
coefficients of a truncated series of spherical harmonic functions, while at other points
they are given by grid-point values on a corresponding Gaussian grid. In general, physical
parameterizations and nonlinear operations are carried out in grid—point space. Horizontal
derivatives and linear operations are performed in spectral space. Externally, the model
appears to the user to be a grid-point model, as far as data required and produced
by it. Similarly, since all nonlinear parameterizations are developed and carried out in
grid—point space, the model also appears as a grid-point model for the incorporation
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of physical parameterizations, and the user need not be too concerned with the spectral
aspects. For users interested in diagnosing the balance of terms in the evolution equations,
however, the details are important and care must be taken to understand which terms
have been spectrally truncated and which have not. The algebra involved in the spectral
transformations has been presented in several publications (Daley et al., 1976; Bourke
et al., 1977, Machenhauer, 1979). In this report, we present only the details relevant to
the model code; for more details and general philosophy, the reader is referred to these
earlier papers.

Spectral algorithm overview

The horizontal representation of an arbitrary variable 1 consists of a truncated
series of spherical harmonic functions,
M N(m)
v = D Y YRPR(we™, (3.6.1)
m=—M n=|m]|
where 4 = sing, M is the highest Fourier wavenumber included in the east-west
representation, and A (m) is the highest degree of the associated Legendre polynomials
for longitudinal wavenumber m. The properties of the spherical harmonic functions used
in the representation can be found in the review by Machenhauer (1979). The model
is coded for a general pentagonal truncation, illustrated in Figure 2, defined by three
parameters: M, K, and N, where M is defined above, K is the highest degree of the
associated Legendre polynomials, and N is the highest degree of the Legendre polynomials
for m = 0. The common truncations are subsets of this pentagonal case:

Triangular: M = N = K,
Rhomboidal : K = N + M, (3.6.2)
Trapezoidal : N = K > M.

The quantity A (m) in (3.b.1) represents an arbitrary limit on the two-dimensional
- wavenumber n, and for the pentagonal truncation described above is simply given by
N (m) = min (N + |m], K).

The associated Legendre polynomials used in the model are normalized such that

[ prerdu=t (3.6:3)

-1

With this normalization, the Coriolis parameter f is
Q

= ——— P?, 3.b.4

1= Joam | (3.0:4)

which is required for the absolute vorticity.
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Figure 2. Pentagonal truncation parameters

The coefficients of the spectral representation (3.5.1) are given by

1 27
m 1 —im m
Y = / py / YA, w)e™ AP (1) dps. (3.5.5)
_ -1 4T Jo _ :
The inner integral represents a Fourier transform,
. 1 27 —im
Yr) = oo [ B weT A, (3.0.6)
T Jo

which is performed by a Fast Fourier Transform (FFT) subroutine. The outer integral is
performed via Gaussian quadrature,

J
Y=Y ™ (i) P (), (3.6.7)
i=1

where 1; denotes the Gaussian grid points in the meridional direction, w; the Gaussian
weight at point u;, and J the number of Gaussian grid points from pole to pole. The
Gaussian grid points (u;) are given by the roots of the Legendre polynomial Py(u), and
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the corresponding weights are given by

2(1 — p?
[J Pr_1(p;)]
The weights themselves satisfy
v 7 ,
D w;=20. (3.6.9)
j=1

The Gaussian grid used for the north-south transformation is generally chosen
to allow un-aliased computations of quadratic terms only. In this case, the number of
- Gaussian latitudes J must satisfy

J>@N+K+M+1)/2 for M <2(K~-N), (3.5.10)
J> (K +1)/2 for M > 2(K — N). (3.b.11)

For the common trunéations, these become
J>BK+1)/2 for triangular and trapezoidal, (3.5.12)
J>BN+2M+1)/2 for rhomboidal. (3.6.13)

In order to allow exact Fourier transform of quadratic terms, the number of points P in
the east-west direction must satisfy

P>3M+1 . v (3.b.14)

The actual values of J and P are often not set equal to the lower limit in order to allow
use of more efficient transform programs.

Although in the next section of this model description, we continue to indicate
the Gaussian quadrature as a sum from pole to pole, the code actually deals with the
symmetric and antisymmetric components of variables and accumulates the sums from
equator to pole only. The model requires an even number of latitudes to easily use the
symmetry conditions. This may be slightly inefficient for some spectral resolutions. We
define a new index, which goes from —17 at the point next to the south pole to +I at the
point next to the north pole and not ihcluding 0 (there are no points at the equator or pole
in the Gaussian grid), i.e., let I = J/2and ¢ =j—J/2for j > J/24+1andi=j—J/2—1
for j < J/2; then the summation in (3.5.7) can be rewritten as

I

=D ™ () P () wi. (3.5.15)
i=—T
i#0
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The symmetric (even) and antisymmetric (odd) components of ™ are defined by
m_Ll,om m
(Il/)E)z = '2‘ (wz + ¢—i) )
(3.5.16)
(Yo)i* = (?J)m — 7).

Since w; is symmetric about the equator, (3.b.15) can be rewritten to give formulas for
the coeflicients of even and odd spherical harmonics:

Z W) (ui) P (u;)2w; for n — m even
Y = S - (3.6.17)

ZLJ (Wo):" (1) P™(wi)2w; for n —m odd .

\ i=1

The model uses the spectral transform method (Machenhauer, 1979) for all
nonlinear terms. However, the model can be thought of as starting from grid-point
values at time ¢ (consistent with the spectral representation) and producing a forecast
of the grid-point values at time ¢ + At (again, consistent with the spectral resolution).
The forecast procedure involves computation of the nonlinear terms including physical
parameterizations at grid points; transformation via Gaussian quadrature of the nonlinear
terms from grid-point space to spectral space; computation of the spectral coefficients of
the prognostic variables at time ¢ + At (with the implied spectral truncation to the model
resolution); and transformation back to grid-point space. The details of the equations
involved in the various transformations are given in the next section.

Combination of terms .

In order to describe the transformation to spectral space, for each equation we
first group together all undifferentiated explicit terms, all explicit terms with longitudinal
derivatives, and all explicit terms with meridional derivatives appearmg in the Dyn
operator. Thus, the vorticity equation (3.a.94) is rewritten

1 0 0

¢+ f)n+1 =V+ m E'X(M)\) -(1- ,Uaz)a—“(lﬂ) , (3.5.18)

where the explicit forms of the vectors V, V,, and V,, are given in Appendix A [(Al)-
(A3).] The divergence equation (3.a2.95) is
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1 5‘
n+l _

_ Atv2(RHrI_/n+l + R(Qr _*_br) Hn+1).

/1‘2) —(—-u,
on (3.5.19)

The mean component of the temperature is not included in the next-to-last term since
the Laplacian of it is zero. The thermodynamic equation (3.a.96) is

1 3} 0
T'"H=7T - T — — AtD" 6™ 3.5.20
T = T e | ST 4 (- i) (L) (8620)
The surface—pressure tendency (3.a.97) is
n+t = ps — ﬁ (ap")T 6™+ (3.5.21)

The grouped explicit terms in (3.5.19)—(3.b. 21) are all given in Appendix A [(A4)-(A1l)].

Transformation to spectral space

Formally, Equations (3.0.18) — (3.b.21) are transformed to spectral space by
performing the operations indicated in (3.5.22) to each term. We see that the equations
basically contain three types of terms, for example, in the vorticity equation the
undifferentiated term V, the longitudinally differentiated term V,, and the meridionally
differentiated term V. All terms in the original equations were grouped into one of these
terms on the Gaussian-grid so that they could be transformed at once.

Transformation of the undifferentiated term is obtained by straightforward
application of (3.b.5) — (3.5.7),

J
(Vi = Z V™ () P (g Jwj, (3.0.22)

where V™(u;) is the Fourier coefﬁc1ent of V with wavenumber m at the Gaussian grid
line p;. The longitudinally differentiated term is handled by integration by parts, using
the cyclic boundary conditions,

0 ™ aVA —zm)\
{’zﬁ(-\"‘)} 27r R

1 2n .
= tm— / Ve tmAdA,
2n J,
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so that the Fourier transform is performed ﬁrstb, then the differentiation is carried out in
spectral space. The transformation to spherical harmonic space then follows (3.5.25):

1 90 Pr(u) »
{( (2) O —*} ‘mZ—A “])wj, (3.6.24)

where VY"(u;) is the Fourier coefficient of V, w1th wavenumber m at the Gaussian grid
line p;.

The latitudinally differentiated term is handled by integration by parts using zero
- boundary conditions at the poles:

{a(l . ©2) (1- “2)58;(_‘(41)} =/ ———1—'—(1 - MZ)%(MM)mP;nd”’

- —1a(1 - p?)
(3.0.25)
L | dpPm
—— - (V. ™(] - 2 n
e s
Defining the derivative of the associated Legendre polynomial by
dP™
= (1 — p2)—n_ b.2
(-5, (3.6.26)
(3.5.28) can be written
1 9 " Hy (1)
—_— (1 - )=V } = - V)™ =Rl gy 3.0.27
{a(l _ MZ)( I )au(——u) . J;(_p) a(l _ u?) J ( )

Similarly, the V? operator in the divergence equation can be converted to spectral space
by sequential integration by parts and then application of the relationship

. vngt(u)eim/\ — —-(—Z—tl_)Pm( Je zm/\, (3.5.28)

to each spherical harmonic function individually so that

(vDoyy = D ZD’” P2 (), (3.6.29)

n

where DT (u) is the Fourier coeflicient of the orlgmal grid variable DV

Solution of semi-implicit equations

The prognostic equations can be converted to spectral form by summation over the
Gaussian grid using (3.6.22), (3.b.24), and (3.5.27). The resulting equation for absolute
. vorticity is

(C+ )™ =Vsy, | (3.5.30)

n

where (¢ + f):‘ denotes a spherical harmonic coefficient of (¢ + f)"*', and the form of

VST, as a summation over the Gaussian grid, is given in Appendix A (A12).
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The spectral form of the divergence equation (3.5.19) becomes

(n+1)[

&7 = DS + At RE'T/™ + R(Y + 1) TI7], (3.6.31)

where ¢, T'™, and II™ are spectral coefficients of §"*!, T'"*! and II"*!. The
Laplacian of the total temperature in (3.5.19) is replaced by the equivalent Laplacian
of the perturbation temperature in (3.5.31). DS’ is given in Appendix A (A13). The
spectral thermodynamic equation is

T/™ = TSP — AtD'87, - (3.6.32)
with TS defined in Appendix A (A14), while the surface pressure equation is
= PST — 6™ (Ap")” %t- (3.5.33)

where PS]' is also given in Appendix A (A15).

.Equation (3.5.30) for vorticity is explicit and complete at this point. However,
the remaining equations (3.5.31)—(3.5.33) are coupled. They are solved by eliminating all
variables except 07

An5™ = DS™ + At(—“—l) [RE'(TS)™ + R (¥ + h7) (PS)™], (3..34)
where
A, =1+ a2 D) Toernr L R 407 (A Nt 1 b
n=1+ t——a—z—- +R(@" +4R") (p e N R (3.6.35)

which is simply a set of K simultaneous equations for the coefficients with given
wavenumbers (m,n) at each level and is solved by inverting A,. In order to prevent
the accumulation of round—off error in the global mean divergence (which if exactly zero
initially, should remain exactly zero) (Ao)~" is set to the null matrix rather than the
identity, and the formal application of (3.b.34) then always guarantees §7 = 0. Once §™
is known, T," and II™ can be computed from (3.5.32) and (3.5.33), respectively, and all
prognostic variables are known at time n+1 as spherical harmonic coeflicients. Note that
the mean component I is not necessarily zero since the perturbations are taken with
respect to a specified 7.

Horizontal diffusion

As mentioned earlier, the horizontal diffusion in (3.2.87) and (3.a.90) is computed
implicitly via time splitting after the transformations into spectral space and solution of
the semi-implicit equations. In the following, the ¢ and & equatlons have a similar form,
so we write only the § equation:

(67 = (6™+1)7 = (~1) 24¢K @) [9% (87 - (=1) (67 (2/a%)'], (3.0:36)

(T2 = (T — (=1)° 28tK@) [v2 (T*)7] . (3.5.37)
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The extra term is present in (3.6.36), (3.5.40) and (3.0.42) to prevent damping of
uniform rotations. The solutions are just

(6w = K3 (8) (67, (3.5.38)
(T)m = K& (T) (T, (3.5.39)
K2 (8) = {1 +2AtD, K@ [(("—a:l—)) - 525] }_1_ : (3.5.40)
K® (T) = {1 +2AtD, K® (”(—Z}ﬁ) }_1 ,  (3.5.41)
KM (6) = {1 + 2AtD, K@ [(-"—(—’g—l—))z - ;—4} } , (3.0.42)
KW (T) = { | 4 2AtD, K@ <?~%i1—))2}— . (3.5.43)

K& (6) and K (6) are both set to 1 for n = 0. The quantity D,, represents the “Courant
number limiter”, normally set to 1. However, D,, is modified to ensure that the CFL
criterion is not violated in selected upper levels of the model. If the maximum wind speed
in any of these upper levels is sufficiently large; then D, = 1000 in that level for all
n > n., where n, = aAt / max |V|. This condition is applied whenever the wind speed is
large enough that n. < K, the truncation parameter in (3.5.2), and temporarily reduces
the effective resolution of the model in the affected levels. The number of levels at which
this “Courant number limiter” may be applied is user-selectable, but it is only used in the
top level of the 18 level CCM3 control runs.

The diffusion of T" is not complete at this stage. In order to make the partial
correction from 7 to p in (3.a.81) local, it is not included until grid—-point values are
available. This requires that V*II also be transformed from spectral to grid-point space.
The values of the coefficients K?) and K* for the standard T42 resolution are 2.5 X
10°m2sec™! and 1.0 x 10*%m?*sec™, respectively.

Initial divergence damping

Occasionally, with poorly balanced initial conditions, the model exhibits numerical
instability during the beginning of an integration because of excessive noise in the solution.
Therefore, an optional divergence damping is included in the model to. be applied over the
first few days. The damping has an initial e-folding time of At and linearly decreases to
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0 over a specified number of days, ¢tp, usually set to be 2. The damping is computed
implicitly via time splitting after the horizontal diffusion.

T = max [—A}—i(tp —t)/tp, O:l | (3.0.44)
(67 = Ty (670 (3..45)

Transformation from spectral to physical space

After the prognostic variables are completed at time n + 1 in spectral space
((C + f)* ) &, (TN, (H"‘H) they are transformed to grid space. For a

variable 1, "the transformation is given by

M N{(m)
vy = ) [Z PP (1 (3.5.46)
m=—M |n=|m|

The inner sum is done essentially as a vector product over m, and the outer is again
performed by an FFT subroutine. The term needed for the remainder of the diffusion
terms, V*II, is calculated from

M N(m)
V4Hn'+1 — Z [ Z (P._(T;_j}_).)2 (Hn+1):‘ P,T(u)} eim)\. (3.b.47)
m=—M | n=|m| ’

In addition, the derivatives of IT are needed on the grid for the terms involving VII and
V. VII,

1 II
[ U S
These required derivatives are given by -
Il M N(m) '
5 = S im | Y TRPR(w)| €™, (3.5.49)
) m=-M n={m|
and using (3.5.26),
A-wgr= 2 [Z HTH,T(M)} e, (3.6.50)
m=—M | n=|m|

which involve basically the same operations as (3..47). The other variables needed on
the grid are U and V. These can be computed directly from the absolute vorticity and
divergence coefficients using the relations

———Yn + I (3.b.49)
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nn+1) .,

in which the only nonzero f* is f{ = Q/+/.375, and
lox (1-p)0y

g

U= Y 2 on (3.0.53)
10w, (1-)0x
| V= MY + e oy (3.0.54)
Thus, the direct transformation is
M N(m) im 1 R
m m m m m
- Yo [ oSSR () — s G+ DRHD G ¢
a £
— ———__H°, 3.b.53
20375 ( )
M N(m) ] 1 A
mPMp) + —=IO0  H tmA (3.5.56
-~ Y ;l[ IS¢ DRI + R H )| (350

The horizbntal diffusion tendencies are also transformed back to grid space. The
spectral coefficients for the horizontal diffusion tendencies follow from (3.6.36) and (3.5.37):

Fr, (T*)" = (-1)"" K% [v2 (1)), (3.6:57)
Feo (C+ DT = (-1)" K% {v% €+ £ = (=) ¢+ (2/a2)“'} , (3.6.58)

Foy (87 = (~1) K* {v?i (6*) — (—1) 6* (z/az)"} . (3.5.59)

using ¢ = 1 or 2 as appropriate for the V2 or V* forms. These coefficients are transformed
to grid space following (3.b.1) for the T term and (3.6.55) and (3.5.56) for vorticity
and divergence. Thus, the vorticity and divergence diffusion tendencies are converted
to equivalent U and V diffusion tendencies.

Horizontal diffusion correction

After grid-point values are calculated, frictional heating rates are determined from
the momentum diffusion tendencies and are added to the temperature, and the partial
correction of the V* diffusion from 7 to p surfaces is applied to T. The frictional heating
rate is calculated from the kinetic energy tendency produced by the momentum diffusion

Fp, = —u"'F,, (") /ct — v"~'F,, (v*)/c,  (3.5.60)
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where F,,,, and F,,, are the momentum equivalent diffusion tendencies, determined from
F¢, and Fj, just as U and V are determined from ¢ and 6, and

: c
r=cp 1+ | 22 —1) g, 3.b.61
s=o ()] 01
These heating rates are then combined with the correction, :
. T
TPt = T + (2AtFp,,), + 24t (w%p—) K®win+t, (3.5.62)
k

The vertical derivatives of T* (where the * notation is dropped for convenience) are defined
by

oT
<WB_5;> 2Ap1 [B” (T3 _Tl)] ’

oT
BZ= Biyr (Ter1 — Tk) + Bz (Ti — Te1)|
<7r 6p) 2Apk[ ey Towr = T) + Biy (T = T 1)] (3.6.63)

(WB%) 2ApK [B x-} (Tre =Tk 1)}

The corrections are added to the diffusion tendencies calculated earlier (3.5.57) to

give the total temperature tendency for diagnostic purposes:
. T
Fry (T")x = Fr, (T*)i + (2AtFp,, ), + 2AtBy, (77%;—) K@yt (3.5.64)
k

¢. Semi-Lagrangian Transport

The forecast equation for water vapor specific humidity and constituent mlxmg _
ratio in the 7 system is from (3.a.36) excluding sources and sinks.

dg _ 9q dp 0q

prialvies +V.Vq +773 Bp =0 | (3.¢.1)
or ‘

dg _ Oq dq ,

G-tV Vatig =0 (3.c.2)

Equation (3.c.2) is more economical for the semi-Lagrangian vertical advection, as An
does not vary in the horizontal, while Ap does. Written in this form, the 5 advection
equations look exactly like the o equations.

These are the necessary equations for the time split subset (2.a.3b). For simplicity,
in this section we will use the notation adopted in the previous section, i.e., ( )”_1 for
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( )7 of (2.a.3b) and ( )**! for (*)T. Thus, the tendency sources have already been added
to the time level labeled (n — 1) here. The semi-Lagrangian advection step (2.a.30) is
further subdivided into horizontal and vertical advection sub-steps, which, in an Eulerian
form, would be written '

¢* =q" "+ 2At (V- V)" (3.¢.3)
and
"t = g* + 2At 7'7@— ) (3.c.4)
5 ) .C.
In the semi-Lagrangian form used here, the general form is
¢* =Ly, (¢"71), (3..5)
"t =L, (¢"). (3.c.6)

Equation (3.c.5) represents the horizontal interpolation of g”~! at the departure point
calculated assuming 7 = 0. Equation (3.c.6) represents the vertical interpolation of ¢* at
the departure point, assuming V = 0.

The horizontal departure points are found by first iterating for the mid-point of the
trajectory, using winds at time n, and a first guess as the location of the mid-point of the
previous time step

AL — 34— Atu™ (N, %) Jacos oy, (3.c.7)

ol = o4 — At™ (N, %) /a, : (3.c.8)
where subscript A denotes the arrival (Gaussian grid) point and subscript M the midpoint
of the trajectory. The velocity components at (A%, ¢%,) are determined by Lagrange cubic
interpolation. For economic reasons, the equivalent Hermite cubic interpolant with cubic
derivative estimates is used at some places in this code. The equations will be presented
later.

Once the iteration of (3.c.7) and (3.c.8) is complete, the departure point is given
by
Ap = Ag — 2Atu" (/\M,(pM) /aCOS(pM, (3.6.9)

©p = Aa — 2A10" (Am, om) /a, (3.c.10)

where the subscript D denotes the departure point.
The form given by (3.c.7) — (3.¢.10) is inaccurate near the poles and thus is only
used for arrival points equatorward of 70° latitude. Poleward of 70° we transform to

a local geodesic coordinate for the calculation at each arrival point. The local geodesic
coordinate is essentially a rotated spherical coordinate system whose equator goes through
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the arrival point. Details are provided in Williamson and Rasch (1989). The transformed
system is rotated about the axis through (A4 — %,0) and (A4 + %,0), by an angle w4 so
the equator goes through (A4, pa). The longitude of the transformed system is chosen
to be zero at the arrival point. If the local geodesic system is denoted by (', '), with
velocities (u',v’), the two systems are related by

sin ¢’ = singcosds — cospsindacos (Aa — A), (3.c.11)
sin ¢ = sin ¢’ cos ¢4 + cos ¢’ sin/ 4 cbs N (3.c.12)
sin\' cos¢’ = —sin(Ag — A)cos ¢ , (3.c.13)

v’ cos @’ = v[cosdcosda +sin@singa cos (Ag — A)]
—usingasin(Ag — A), (3.c.14)

v cos X — v’ sin N sing’ = ucos(Ag — A\) +vsingsin(Ag — A) . (3.c.15)
The calculation of the departure point in the local geodesic system is identical to (3.¢.7) —
(3.¢.10) with all variables carrying a prime. The equations can be simplified by noting that

(M4, ¢'4) = (0,0) by design and v’ (X, ¢s) = u(Aa,pa) and v/ (N, ¢Y) = v(Aa, 0a).
The interpolations are always done in global spherical coordinates.

The interpolants are most easily defined on the interval 0 < 6 < 1. Define
0 = (zp —z:i) [ (Tip1 — i), (3.c.16)
where z is either A or ¢ and the departure point zp falls within the interval (z;, z;y1).

Following (23) of Rasch and Williamson (1990) with r; = 3 the Hermite cubic interpolant
is given by '

ap =qi+1[3—2016° —dip1 [hi6® (1 - 9)]

+q[3-201-0)]1-0)*+d; [hi9 (1- 9)2] (3.c.17)

where ¢; is the value at the grid point z;, d; is the derivative estimate given below, and
hi = Ti41 — Ty ’

Following (3.2.12) and (3.2.13) of Hildebrand (1956), the Lagrangian cubic
polynomial interpolant used for the velocity interpolation, is given by

2

fo = D & (@D) fit; (3.c.18)

j=-1
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where

(.’I)D - :L‘i_l) “e (l‘D - xi-i—j—l) (.’L‘D - .’Ili+j+1) e (:ED - l'z'+2)
Tigj = Tiv1) - (Tidg — Tij=1) (Titj = Titjt1) - - (Tigj — Tia)

t(wp) = | (3..19)

where f can represent either w or v, or their counterparts in the geodesic coordinate
system.

The derivative approximations used in (3.c.17) for ¢ are obtained by differentiating
(3.c.18) with respect to zp, replacing f by g and evaluating the result at zp equal z; and
Ti+1. With these derivative estimates, the Hermite cubic interpolant (3.c.17) is equivalent
to the Lagrangian (3.c.18). If we denote the four point stencil (i1, Ti, Tig1, Tig2) Dy
(1,2, 3,4, ) the cubic derivative estimates are

o= e e ey |

ry — SL‘z) (.’Bl - .’123) (331 — T4

- 1 _ 1 _ 1 ]
(z1—22)  (z2—23) (22—24) . (3.c.20)
N K
| (z1 — z3) (T2 — 23) (T3 — T4)
[ (m2~31) (22 — z3) ] q
(1 — z4) (2 — 4) (T3 — T4)
and
(z3 = 22) (z3 — z4)
ds = (:1:1 - 1?2) (:Ul - 133) (-'El - 334) :| o
_ [ (z3 — 1) (z3 — z4) ] %
:(331 = 3) (22 — x3) (?2 — &4) (3.c.21)

R S S ]
(@1 —23) (@2 —2a) (z3—124)| ©

(z3 — z1) (z3 — 22) } .
| (z1 ~ 24) (22 — 24) (3 — Z4)

The two dimensional (), ¢) interpolant is obtained as a tensor product application
of the one-dimensional interpolants, with A interpolations done first. Assume the
departure point falls in the grid box (A;, Aiy1) and (i, p;+1). Four X interpolations are
performed to find g values at (Ap,¢;-1),(AD,®;), (Ap,¢j+1), and (Ap, pj4+2). This is
followed by one interpolation in ¢ using these four values to obtain the value at (Ap, ¢ D)
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Cyclic continuity is used in longitude. In latitude, the grid is extended to include a pole
point (row) and one row across the pole. The pole row is set equal to the average of the
row next to the pole for ¢ and to wavenumber 1 components for v and v. The row across
the pole is filled with the values from the first row below the pole shifted 7 in longitude
for ¢ and minus the value shifted by = in longitude for v and v.

Once the departure point is known, the constituent value of ¢* = qg’l is
obtained as indicated in (3.c.5) by Hermite cubic interpolation (3.c.17), with cubic
derivative estimates (3.c.18) and (3.c.19) modified to satisfy the Sufficient Condition for
Monotonicity with C°® continuity (SCMO) described below. Define A;q by

Ag= T~ 4 | (3.c.28)
Ti+1 — Ti
First, if A;q = 0 then
d-,; = di+1 =0. (3029)
Then, if either
: d.
0<-—<3 3.¢.30
< 5o (5.0:30)
or
0< gt o3 (3.c.31)
T Ag T :

is violated, d; or d;4; is brought to the appropriate bound of the relationship. These
conditions ensure that the Hermite cubic interpolant is monotonic in the interval [z;, z;41].

The horizontal semi-Lagrangian sub-step (3.c.5) is followed by the vertical step
(3.c.6). The vertical velocity 7 is obtained from that diagnosed in the dynamical

calculations (3.a.93) by
. . 327) <Pk+1 —pk> -
1= — —_ ], 3.¢.32
(77)164.5 (77 an k+%/ p—— ( )

with nx = Ag+ Bx. Note, this is the only place that the model actually requires an explicit
specification of 7. The mid-point of the vertical trajectory is found by iteration

nift = na— At (nfy) . (3.c.33)

Note, the arrival point 7,4 is a mid-level point where g is carried, while the 7 used for the
interpolation to mid-points is at interfaces. We restrict nas by

which is equivalent to assuming that ¢ is constant from the surface to the first model
level and above the top g level. Once the mid-point is determined, the departure point is
calculated from

np = na — 240" (nar) , (3.c.35)
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with the restriction
m < 1Mp S NK- (3.¢.36)

The appropriate values of 7 and g are determined by interpolation (3.c.17), with the
derivative estimates given by (3.c.18) and (3.c.19) for ¢ = 2 to K — 1. At the top and
bottom we assume a zero derivative (whi‘ch is consistent with (3.c.34) and (3.¢.36)), d; =0
for the interval k = 1, and &;4; = 0 for the interval k¥ = K — 1. The estimate at the
interior end of the first and last grid intervals is determined from an uncentered cubic
approximation; that is d;,.; at the k¥ = 1 interval is equal to d; from the k = 2 interval,
and d; at the k = K —1 interval is equal to d;; at the k = K —2 interval. The monotonic
conditions (3.¢.30) to (3.c.31) are applied to the g derivative estimates.

d. Mass fixers

The fixers which ensure conservation (2.a.4) are applied to the dry atmospheric
mass, water vapor specific humidity and constituent mixing ratios. For water vapor and
atmospheric mass the desired discrete relations, following Williamson and Olson (1994)
are ,

/7r+—/q+Ap+=P, (3.d.1)
2 3
/q+Ap+=/q“Ap‘, | (3.d.2)
3 3

where P is the dry mass of the atmosphere. From the definition of the vertical coordinate,

Ap = poAA+ 7AB, (3.d.3)

and the integral [ denotes the normal Gaussian quadrature while J includes a vertical
sum followed by éaussian quadrature. The actual fixers are chosen t:z) have the form

() = Mit (A, ¢), . (3.d.4)

preserving the horizontal gradient of II, which was calculated earlier during the inverse
spectral transform, and

gt (\e,n) =4t +angtlgt — g . (3.d.5)

In (3.d.4) and (3.d.5) the ( ") denotes the provisional value before adjustment. The form
(3.d.5) forces the arbitrary corrections to be small when the mixing ratio is small and when
the change made to the mixing ratio by the advection is small. In addition, the n factor is
included to make the changes approximately proportional to mass per unit volume (Rasch
et al., 1995). Satisfying (3.d.1) and (3.d.2) gives
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f g Ap~ — f GTpoAA — Mfcj“'fr'*‘AB
3 3 3

= ~ 3.d.6
“ [nd*|¢t — g~ |poAA+ M [ng+|gt — ¢~ |7t AB (3.4.6)
3 . 3

M= P+/q“Ap" //7?'*‘. | (3.d.7)
3 2 ‘

Note that water vapor and dry mass are corrected simultaneously. Additional advected
constituents are treated as mixing ratios normalized by the mass of dry air. This choice
was made so that as the water vapor of a parcel changed, the constituent mixing ratios
would not change. Thus the fixers which ensure conservation involve the dry mass of the
atmosphere rather than the moist mass as in the case of the specific humidity above. Let
x denote the mixing ratio of constituents, then the desired relationship for conservation is

and

[xra-aar = [xa-a)ar (3.4.8)
3 3 _
Following Rasch et al. (1995) the change made by the fixer is the same form as (3.d.5)
Then) =%t +amxtIxt - x| (3.d.9)
Substituting (3.4.9) into (3.d.8) and using (3.d.4) through (3.d.7) gives
fx (1-g¢7)Ap~ - f X1 —gt)Apt +a [ xtngtldt —q7|Ap
a, = 47 45 (3.d.10)
e f XXt = x"1(1-d*)Ap—a [ nxtxt - x"Ingtlgt —g¢-lAp
A,B A,B
where the following shorthand notation is adopted
[ COsp= [Cponast [(pons (3411)
AB 3 3
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