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FATODE: A LIBRARY FOR FORWARD, ADJOINT, AND
TANGENT LINEAR INTEGRATION OF ODES*

HONG ZHANG! AND ADRIAN SANDUfT

Abstract. FATODE is a Fortran library for the integration of ordinary differential equations with
direct and adjoint sensitivity analysis capabilities. The paper describes the capabilities, implemen-
tation, code organization, and usage of this package. FATODE implements four families of methods:
explicit Runge-Kutta for nonstiff problems, fully implicit Runge-Kutta, singly diagonally implicit
Runge-Kutta, and Rosenbrock for stiff problems. Each family contains several methods with differ-
ent orders of accuracy; users can add new methods by simply providing their coefficients. For each
family the forward, adjoint, and tangent linear models are implemented. General purpose solvers
for dense and sparse linear algebra are used; users can easily incorporate problem-tailored linear
algebra routines. The performance of the package is demonstrated on several test problems. To
the best of our knowledge FATODE is the first publicly available general purpose package that offers
forward and adjoint sensitivity analysis capabilities in the context of Runge-Kutta methods. A wide
range of applications is expected to benefit from its use; examples include parameter estimation,
data assimilation, optimal control, and uncertainty quantification.
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1. Introduction. Many dynamical systems in science and engineering are mod-
eled by ordinary differential equations (ODEs)

(1.1) v =f(yp), to<t<tr, ylto)=uvo(p).

Here y(t) € R? is the solution vector, yo is the initial condition, and p € R™ is a
vector of model parameters. Stiffness results from the existence of multiple dynamical
scales, with the fastest characteristic times being much smaller than the time scales
of interest in the simulation. It is well known that the numerical solution of stiff
systems requires unconditionally stable discretizations which allow time steps that
are not bounded by the fastest time scales in the system [14]. Here we assume that
the system parameters p are independent of time. In the context of the ODE system
(1.1), sensitivity analysis yields derivatives of the solution with respect to the initial
conditions or system parameters, as follows:

(1.2) Sg(t):%y—;?, (=1,...,m.

Two main approaches are available for computing the sensitivities (1.2). The direct
(or tangent linear) method is efficient when the number of parameters is smaller than
the dimension of the system (m < d), while the adjoint method is efficient when
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the number of parameters is larger than the dimension of the system (m > d). Fur-
thermore, two distinct approaches can be taken for defining adjoint sensitivities; the
continuous adjoint (differentiate-then-discretize) and the discrete adjoint (discretize-
then-differentiate) approaches typically lead to different computational results.

Sensitivity analysis is an essential ingredient for uncertainty quantification, pa-
rameter estimation, optimization, optimal control, and construction of reduced order
models. Only a few available software packages for the solution of ODEs have the
capability to compute sensitivities. One of the earlier packages is Odessa [17], which
performs direct sensitivity analysis. A modern package is CVODES within SUNDIALS
[24] from Lawrence Livermore National Laboratory. CVODES is able to compute direct
and continuous adjoint sensitivities. Both Odessa and CVODES are based on backward
differentiation formulas (BDFs). A software based on explicit Runge-Kutta (ERK)
discretizations is DENSERKS [2], which implements continuous adjoint sensitivity anal-
ysis for nonstiff ODEs. The Kinetic PreProcessor (KPP) [1, 21] is a widely used tool
for the simulation of chemical kinetics and incorporates Runge-Kutta and Rosenbrock
solvers that are endowed with tangent linear and discrete adjoint sensitivity analysis
capabilities.

In this paper we present a library of explicit/implicit Runge-Kutta and Rosen-
brock solvers for the simulation of nonstiff and stiff ODEs. The library, called FATODE
[27, 28, 29, 30], performs forward simulations, and sensitivity analysis via the discrete
adjoint and the tangent linear methods. FATODE brings new capabilities to the con-
stellation of available sensitivity analysis software, as follows.

e FATODE is based on the KPP library of solvers. While the KPP implemen-
tation is specifically aimed at chemical kinetic systems, the FATODE imple-
mentation is general and suitable for a wide range of applications.

e FATODE is the first available general purpose software that implements a
discrete adjoint sensitivity analysis approach. This gives gradients that are
exact, within roundoff error, and therefore highly suitable for numerical op-
timization problems. In contradistinction, both DENSERKS and CVODES im-
plement a continuous adjoint approach; i.e., they solve the adjoint ODEs by
applying the same numerical methods as for the forward ODEs.

e FATODE is the first general purpose package that implements sensitivity anal-
ysis for stiff systems using implicit Runge-Kutta and Rosenbrock methods. In
contrast, DENSERKS uses ERK methods for nonstiff problems, while CVODES
is based on linear multistep methods.

e Numerical tests show that FATODE is competitive with CVODES, from a com-
putational efficiency perspective, as both an ODE integration package as well
as a forward and adjoint sensitivity solver. In addition, the FATODE library
implements not one, but multiple methods, and the user has the possibility
to select the best one for the application at hand.

The paper is organized as follows. The background in section 2 reviews numerical
integration algorithms, with emphasis on those implemented in FATODE, and summa-
rizes the direct and adjoint approaches to sensitivity analysis. Section 3 discusses the
array of tunable parameters offered by the package and provides general guidelines to
selecting the best options for the problem at hand. Section 4 presents the code struc-
ture and implementation aspects of FATODE. Numerical tests with a nonstiff system
are shown in section 5, and those with a stiff system are shown in section 6. Section
7 discusses discusses several important choices of methods and parameters. Conclu-
sions are drawn in section 8. Additional aspects are presented in the supplementary
material [31] that accompanies this paper.
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2. Background.

2.1. Numerical solution of ODEs. A considerable body of work has been
devoted to the numerical solution of ODE systems (1.1), as presented in the mono-
graph [13, 14]. Many classes of numerical discretizations are available, and rigorous
mathematical theories have been developed to analyze their accuracy and stability
properties. Numerical discretizations can be broadly classified into explicit, which
compute the new solution by repeated evaluations of the right-hand side of (1.1), and
implicit, which compute the new solution by solving (non)linear systems of equations
at each step. When solving nonstiff systems of ODEs the step sizes are decided solely
based on accuracy requirements, and explicit methods [13] are preferred due to their
lower cost per step. Implicit methods [14] are employed when solving stiff systems
due to their better numerical stability properties.

FATODE implements four families of methods: ERK for nonstiff problems, and
Rosenbrock, fully implicit Runge-Kutta (FIRK), and singly diagonally implicit Runge—
Kutta (SDIRK) for stiff problems. Forward and adjoint sensitivity solvers are also
included. The implicit methods have been previously implemented in KPP [1, 21]
and have proved to be very efficient for solving many stiff chemical problems includ-
ing CBM-1IV [10], SAPRC [5], and NASA HSRP/AESA. The implementation of the
forward implicit methods is inspired by the codes associated with the monograph [14].

All methods in FATODE are one-step integration formulas that advance the nu-
merical solution y,, ~ y(t,) t0 Ynt1 ~ yY(tnt1), tnt1 = tn + h, using

(21) yn-i-l:q)n(ynvp)a TLZO,,N—l

The specific families of methods are introduced below.
Runge—Kutta methods. A general s-stage Runge—Kutta method reads [13]

(2.2a) Ti=ty+cjh, m:yn+hzai,jf(Tj,Yj), i=1,...,s,

j=1
(2.2b)  Yny1=yn+h ij (15, Y5),
j=1
where the coefficients
(2.3) A= [ai,j]lgi,jgs , b= [bi]lgigs » €= [Ci]lgigs =A-1i

define the method and determine its accuracy and stability properties. ERK methods
are characterized by the coefficients a; ; = 0 for all i and j > ¢. SDIRK methods are
defined by (2.2) with a; ; = v and a; ; = 0 for all ¢ and j > ¢. Fully implicit methods do
not enjoy any special structure of the coefficient matrix and require coupled solutions
for all the stage vectors, i.e., solutions of nonlinear systems of dimension sd x sd.
Rosenbrock methods. An s-stage Rosenbrock method [13] is given by the formulas

i—1
(24a) Ti=t,+aoih, Y= yn+zam kj,
j=1

7=1



THE FATODE LIBRARY C507

(24¢)  Ynt1=yn + Z bk,

j=1

where particular methods are defined by their coefficients

(2.5) o= [ai,j]lgi,jgs ;b= [bi]lgigs S [’Yw‘hg@jgs ’

i—1 4
=Y g, %= Yigs G;=0Vi>j; v, =0VYi>j.
=1

j=1

We have 7;; = 7 for all i for computational efficiency. Here f, = 0f/0y € R¥*4
represents the Jacobian of the ODE function, and f; = 9f/0t, as discussed in [31,
part A]. We will denote matrices and tensors by bold symbols and vectors and scalars
by regular symbols. Rosenbrock methods are attractive because of their excellent
stability properties and the conservation of linear invariants of the system. They
typically outperform BDFs such as those implemented in SMVGEAR [9] for medium
accuracy solutions.

Methods implemented in FATODE. The particular numerical schemes available in
FATODE are summarized in Table 1.

The ERK methods are suitable for nonstiff systems. The orders of accuracy
range between two (RK2) and eight (DOPRI-853). The cost per step is (roughly)
proportional to the number of stages.

All FIRK methods have three stages and require a coupled solution of all of them.
This is implemented via two LU factorizations per step, one real and one complex.
Thus the FIRK cost per step is the largest among all methods in FATODE. A-stability
and L-stability are linear stability properties that guarantee that truncation errors do
not accumulate quickly regardless of the stepsize [14]. L-stable methods are well suited
for stiff problems as they guarantee a strong damping of the fast solution transients.
Stiff accuracy is a property that allows for correct solutions of nonlinear systems in
the limit of infinite stiffness (when the ODE becomes a differential algebraic equation
14)).

SDIRK schemes perform a single LU factorization per time step, which is used
to solve the nonlinear equations in each stage by simplified Newton equations. The
number of forward-backward substitutions equals the total number of simplified New-
ton iteration for all stages. The methods implemented have orders two and four and
are all stiffly accurate, meaning that they are suitable for stiff problems.

Rosenbrock methods have the lowest cost per time step among all implicit schemes.
Only linear systems need to be solved. There is one LU factorization per time step
and as many forward-backward substitutions as there are stages. All methods imple-
mented are L-stable. The stiff accuracy property is defined differently for Rosenbrock
schemes than for Runge-Kutta schemes [14], but the meaning is similar: stiffly accu-
rate methods provide correct results in the asymptotic limit of infinite stiffness.

2.2. Sensitivity analysis. Consider an output vector ¥ € R° that depends on
the solution of the system (1.1)

(2.6) U =g (y(tr),p) +/t ) r(t,y(t),p) dt,

where g : R™™ — R? and r : R'4™  R° For example, the first terms can
penalize the discrepancy between the model state and a target state at the final time,
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TABLE 1
Time stepping methods implemented in FATODE. (ERK, FIRK, SDIRK, and ROS stand for ex-
plicit Runge—Kutta, fully implicit Runge—Kutta, singly diagonally implicit Runge—Kutta, and Rosen-
brock, respectively.)

Family Method Stages | Order | Stability properties
RK2(3) [13] 3 2 Conditionally stable
RK3(2) [13] 4 3 Conditionally stable

ERK RK4(3) [13] 5 4 Conditionally stable
DOPRI5 [13] 7 5 Conditionally stable
Verner [13] 8 6 Conditionally stable
DOPRI853 [13] 12 8 Conditionally stable
RadaulA [14] 3 5 L-stable

FIRK Radau2A [14] 3 5 L-stable, stiffly accurate
Lobatto3C [14] 3 4 L-stable, stiffly accurate
Gauss [14] 3 6 Weakly A-stable
Sdirk2a 2 2 L-stable, stiffly accurate
Sdirk2b 2 2 L-stable, stiffly accurate

SDIRK | Sdirk3a 3 2 L-stable, stiffly accurate
Sdirk4a [14] 5 4 L-stable, stiffly accurate
Sdirk4b [14] 5 4 L-stable, stiffly accurate
Ros2 [26] 2 2 L-stable

ROS Ros3 [23] 3 3 L-stable
Rodas3 [23] 4 3 L-stable, stiffly accurate
Ros4 [14] 4 4 L-stable
Rodas4 [14] 6 4 L-stable, stiffly accurate

9(tr) = ||y — Ysarges (tF)||. The integral terms can measure the discrepancy between

quantities O(y) predicted by the model and measurements of the same quantities in
the physical world, r = ||O(y(t)) — zobservea(t)|. In the solution of inverse problems
the entries of U are referred to as objective functions, and in the context of uncertainty
quantification as quantities of interest.

The output functions (2.6) can be formulated solely in terms of the final state by
extending the ODE system. To account for the evolution of the parameters we add
the formal equations for the parameter evolution p’ = 0. To compute the integral
terms in (2.6) we add the quadrature variables ¢ € R® whose evolution is defined by
q(to) =0 and ¢' = r (t,y,p). The equation (1.1) and the outputs (2.6) become

/

Yy I (t,y,p) y(to) i
(2.7) p| = 0 . to<t<tp; p(to) | =1 p |,

q r(t,y,p) q(to) 0
(2.8) U =g(y(tr),p) +aqltr).

Since (2.6) is equivalent to (2.8), in the remainder of this section we will consider
r = 0 in order to simplify the presentation, and without loss of generality. However,
as explained later, the FATODE implementation treats the case r # 0 separately to
enhance computational efficiency.

Sensitivity analysis yields the derivatives of the model outputs ¥y, ..., ¥,, with
respect to the model inputs, i.e., the parameters p1, ..., py. The two main approaches
to compute the sensitivity matrix d¥/dp € R°*™ are discussed next.

2.3. Direct sensitivity analysis. Small changes dp in the parameters result in
small perturbations dy(¢) of the solution of ODE system (1.1), which in turn lead to
small changes 0¥ in the model outputs. Let p = dp/ ||dp|| be the scaled perturbation
and ¢y = dy/ ||dp|| be the directions of solution change. These directions propagate



THE FATODE LIBRARY C509

forward in time according to the tangent linear ODE:
(29) ¥ =Ffytyip)- 9+ fpltyip) B, Ylto) = R y(t) € RT.

The sensitivity matrix d¥/dp is computed column by column, as follows. Solve the
tangent linear model (2.9) with p = ey to obtain ¢, = Sy (1.2). Here e, € R™ is a
vector with the fth entry equal to one, and all other entries equal to zero. The fth
column of the sensitivity matrix is

210) g y(tr)p) deltr) + 8o tr)p) . L=1,....m

dpe
(recall that we now assume r = 0 without loss of generality). The computational cost
of the forward sensitivity analysis is dominated by the m integrations of the tangent
linear model (2.9). Therefore, the forward approach works best when the number
of parameters m is small. On the other hand, the number of outputs defines the
dimension of (2.10) but has a small influence on (2.9); therefore, it has only a small
impact on the total computational cost.

In principle two approaches are possible to obtain the sensitivities in an appli-
cation. In the continuous forward sensitivity approach one first differentiates the
forward ODE system (1.1) to obtain the continuous tangent linear ODE (2.9). The
forward and the tangent linear ODE systems are solved together forward in time. For
example, an application of the implicit Euler method leads to the numerical solution

(2.11a) Ynt1 = Yn + A f(tnt1, Ynt1,P)
(211b) yn+1 = yn + hfy(thrlaynJrlap) : ynJrl + hfp(thrl?ynJrl’p) : p

In this case gy, represents a numerical approximation of the continuous forward sen-
sitivities g(t,,).

In the discrete forward sensitivity approach one starts with the numerical approx-
imation of the forward system (2.1) and differentiates it in the direction p:

(2.12) Un+1 = Py (Yn, D) - Un + ®p(Yn,p) - H, n=0,...,N—1.

In this case g, represents the sensitivity of the forward numerical solution dy,, /dp - p.

It is easy to see that the differentiation of the implicit Euler solution (2.11a) with
respect to parameters leads to discrete sensitivity equations (2.12) that are precisely
(2.11Db). Like with implicit Euler, for all methods implemented in FATODE the contin-
uous and the discrete forward sensitivity approaches lead to exactly the same results.
FATODE solves the combined equations (2.11) in an efficient manner; for example, in
case of implicit schemes, the LU factorization used to solve the sensitivity equation
(2.11b) is reused in the next step to solve the forward system (2.11a).

2.4. Adjoint sensitivity analysis. In adjoint sensitivity analysis the matrix
d¥/dp is computed row by row, as follows. For each output function ¥; solve the
following adjoint ODE for X\;(t) € R? and p;(t) € R™:

o= —frtyp) - N, Nilte) = (98)F (w(tr),p)
(2.13) L T ) N s (te) — (a)T .
My = _fp (tvyap)')\za ,uz(tF) = (gl)p (y(tF)vp) ; tr2>t=>to.

The adjoint equation (2.13) is derived using variational calculus [19, 20]. We observe
that the adjoint equation is solved backward in time and that its formulation depends
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on the forward model state y(¢). Therefore, in order to solve (2.13) one needs to first
solve (1.1) forward in time and save the entire solution y(¢). This solution is used to
form the Jacobians during the backward in time adjoint integration.

It can be shown that the sensitivity of the ith output with respect to all parameters
can be obtained from the adjoint variables as [19, 20]

dV,;
dp

dyO .

T T

= y y N — = 1 DR .
I2a (to) + /\z (to) ( > , 1 s ,0

The cost of computing the entire sensitivity matrix d¥/dp is dominated by the re-
peated solution of the adjoint systems (2.13) for i = 1,...,0. Therefore, the adjoint
method is most effective when the number of outputs o is small. The number m of
model inputs (parameters) defines the size of p;. Since these variables are obtained
via relatively inexpensive Jacobian-transposed vector products pr/\i, the number of
parameters m does not impact the overall computational cost considerably.

Two approaches are possible to numerically evaluate the sensitivities d¥/dp. The
continuous adjoint approach applies a numerical discretization to solve the adjoint
ODE (2.13). Since the adjoint ODE is formed first, this strategy is also called
the differentiate-then-discretize approach. For example, if the implicit Euler method
(2.11) is used to solve (2.13), one obtains

v = (98)y Wtr),p) 5 Ai)n = Adnt1 + h fy (tn, y(tn);p) - N s
(m)n = (91)p W(tr).p) 5 (o = (@dnt1 + h iy (tasy(ta)ip) - Ni)n

for N —1 > n > 0. In practice the Jacobian arguments are replaced by numerical
approximations of the forward trajectory. In general the forward steps and the con-
tinuous adjoint steps need not coincide. The Jacobian arguments are computed by
interpolating the stored forward solution so as to obtain intermediate state variables
at the times required by the backward integration. The continuous adjoint variables

are approximations of the solutions of the adjoint ODE (2.13), (A\;)n = Ai(t,), and
(T )n ~ pi(tn).

In the discrete adjoint sensitivity approach one starts with the numerical approx-
imation of the forward system (2.1) and builds the adjoint (linearized transpose) of
the discrete system

(2.14)

P
D

AN =gqp (yn); un = g5 (yn);

(2.15)
An = (}Z(yn’p)T : /\n+1; Hn = (}Z(yTL’p)T ' )\n+la n=N— 17 .. '70'

For example, the discrete adjoint of the implicit Euler method (2.11) reads

(Ni)nv = (gi)Z (yn:p) 5 (Ai)n = (Ni)ns1 + hfg(tn+17yn+1;p) “(Ai)n s

B0 e = @) wp) (1) = s+ B FE (s, sai) - (M)

for N—1 > n > 0. The arguments of fg , fg are the numerical approximations
of the implicit Euler method applied to the forward problem (2.11). The discrete
adjoint approach (2.16) follows exactly the same sequence of time steps as the for-
ward integration (2.11), but in reverse order. The discrete adjoint variables represent
derivatives of the numerical solution, e.g., (A\;)n = d¥;(yn)/dyn.

The continuous (differentiate-then-discretize) and the discrete (discretize-then-
differentiate) adjoint approaches lead, in general, to different computational results
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[25]. This can be easily seen for our implicit Euler example by comparing (2.14) and
(2.16). The arguments of fg , fg differ; even if the same sequence of forward steps is
used in both cases, the Jacobians are evaluated at y,, in the continuous adjoint and
at Y41 in the discrete adjoint systems.

All sensitivity packages currently available (Odessa [17], CVODES [24], and DENSERKS
[2]) implement a continuous adjoint sensitivity approach. Important characteristics
of the continuous adjoint approach are as follows. Continuous adjoints are numeri-
cal solutions of the adjoint ODE; therefore, they always approximate the continuous
derivatives. However, they are not the (exact) gradients of any function. The con-
tinuous approach offers implementation flexibility; the numerical method and the
sequence of step sizes used to solve the adjoint ODE may differ from those used to
solve the forward ODE and may be tuned separately to satisfy the accuracy needs of
the reverse integration. However, this comes at a cost; the forward numerical solution
needs to be interpolated to the time points required in the adjoint integration.

The discrete adjoint approach has several important characteristics that distin-
guish it from the continuous approach. Discrete adjoint variables are derivatives of
the forward numerical solution. However, there is no guarantee that they are approx-
imations of the continuous derivatives [19, 21]. The discrete approach provides exact
gradients (within roundoff) of the numerical cost functions, which is advantageous in
the solution of numerical optimization problems. The computational process and the
sequence of step sizes are determined by the forward numerical method and by the
forward steps; there is no flexibility to separately tune the adjoint integration. In the
same time, all the variables needed to form the discrete adjoint are computed during
the forward solution, and no additional interpolations are necessary. The human ef-
fort required to implement the adjoint of a complex model is considerable; discrete
adjoints can be constructed automatically by algorithmic differentiation [4] to reduce
this effort. In addition, one can compute sensitivities of ODEs described by legacy
code, and for which the analytical formulation may be unavailable.

FATODE is the first package to implement discrete adjoints for all the methods
considered. This allows the users to benefit from all the advantages of this approach
described above. In addition, the discrete adjoints implemented have good theoretical
properties in the sense that they are consistent discretizations of the adjoint ODE.
We recall the following theorem from [19, 20].

THEOREM 2.1 (consistency of discrete Runge-Kutta adjoints). If a Runge-Kutta
method (2.2) has order of consistency p, then its discrete adjoint (2.15) is an order p
discretization of the adjoint ODE (2.13).

The proof of this theorem accounts for both the adjoint truncation error and the
approximation of the linearization point (the use of a forward discrete solution vy,
instead of y(t,) in the Jacobian arguments). Similar arguments apply to the discrete
adjoints of Rosenbrock methods (2.4).

3. Selection of different options in FATODE. FATODE offers a wide array of
tunable parameters for the solution of ODEs and the calculation of sensitivities. We
provide some general guidelines that could help a user select the options that best
suit the problem at hand. A complete discussion of the available options is given in
the FATODE User’s Guide [29)].

3.1. Selecting a family of methods. ERK are the methods of choice for non-
stiff problems. SDIRK and Rosenbrock are preferable for stiff problems where a
moderate accuracy is required, and FIRK methods are for very stiff systems or when
a high accuracy is needed. Among the implicit schemes, the FIRK cost per step is



Ch12 HONG ZHANG AND ADRIAN SANDU

the highest, while the Rosenbrock cost per step is the lowest.

3.2. Selecting a particular method within a family. This choice reflects
the tradeoff between compute time and accuracy. For maximum efficiency one would
choose schemes of order two to four for faster, low to medium accuracy calculations,
and progressively higher order schemes for more accurate results. Methods of order
five to eight are most efficient when high accuracies are sought.

As explained in section 2.1, all L-stable methods are suitable for the integra-
tion of stiff systems as they provide strong damping of the fast components of the
error. Methods which, in addition, are stiffly accurate retain the solution accuracy
in the limit of infinite stiffness. Therefore, stiffly accurate methods like Radau2A,
Lobatto3C, Sdirk4{a,b}, and Rodas{3,4} are well suited for the integration of very
stiff systems (1.1). On the other hand, the Gauss method is only weakly A-stable,
meaning that it only weakly attenuates fast transients, and is therefore not suited for
very stiff systems. The Gauss method is useful when the energy of the system needs
to be preserved, for example, in the case of Hamiltonian dynamics.

3.3. Selecting a linear algebra solver. The most computationally intensive
part in solving large-scale ODE systems by implicit methods is the solution of linear
systems at each step. FATODE provides several direct linear algebra solvers that
work well for small and medium-size problems. The selection of a specific package
depends on the problem at hand: LAPACK should be used for problems with full
Jacobian matrices, and UMFPACK or SuperLU should be used for problems with a
sparse structure. For very large problems a better solution is to link the integrators to
third-party Krylov space iterative solvers and utilize problem-specific preconditioners.

3.4. Choosing the direct or the adjoint approach to sensitivity calcu-
lations. The two main approaches to compute the sensitivity matrix d¥/dp € Ro*™
have different computational complexities, as explained in section 2. As a rule of
thumb, the direct (or tangent linear) method is chosen when the number of parame-
ters is smaller than the number of outputs (m < o), while the adjoint method is chosen
when the number of parameters is larger than the number of outputs (m > 0). When
m & o the direct method is preferable due to its lower implementation complexity.

For the adjoint method the user has the option to compute sensitivities with
respect to only the initial conditions, e.g., for a data assimilation application, or to
compute sensitivities with respect to both model parameters and initial conditions,
e.g., in a parameter estimation application.

3.5. Selecting the solution approach for the sensitivity systems. Both
the tangent and the adjoint ODEs are linear, and during each step the corresponding
sensitivity variables are the solutions of a linear system of equations. FATODE offers
the choice to build this system and to solve it directly or to employ simplified Newton
iterations that reuse the LU decompositions performed during forward calculation. If
the LU factors can be stored, then the simplified Newton iterations save considerable
CPU time in forward sensitivity mode by reusing the LU decomposition. In adjoint
sensitivity calculations the computational savings need to be judged against the addi-
tional read/write overhead for checkpointing large, multiple LU factorized matrices,
and against the physical dimensions of the tape. The direct approach should be
selected if an iterative linear algebra solver is employed, and no explicit LU decompo-
sition is available. When simplified Newton iterations are used the computed adjoints
are equal to the discrete gradients within the truncation error margin (and not to
roundoff error).
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3.6. Choosing tolerances. Absolute and relative tolerances reflect the desired
degree of solution accuracy. It is a good idea to select slightly tighter tolerances
for sensitivities than required by the forward application alone. For best performance
absolute tolerances need to be chosen such as to reflect the magnitude of each solution
component. This is typically very difficult with sensitivity calculations, as sensitivity
coefficients can vary over many orders of magnitude, and little information about
their values is available a priori. Repeated calculations may be needed to properly
calibrate absolute tolerances.

3.7. Computing derivatives. The stiff solvers, as well as the tangent linear
and adjoint methods, require the computation of various derivatives such as the Ja-
cobians of the ODE function or of the output functions with respect to the state and
parameters. The derivatives supplied to FATODE can be obtained analytically, by
finite differences, or by automatic differentiation. Details about the required deriva-
tives and their implementation can be found in [31, part G.1]. Analytical or automatic
differentiation generated Jacobians and Hessians are to be preferred due to their ac-
curacy and, most often, their computational efficiency. Finite differences are the least
recommended as their accuracy is difficult to control, and their errors directly impact
the computed sensitivities. Rosenbrock methods require the most additional deriva-
tives, including Hessians, for sensitivity calculations. If derivatives are difficult to
obtain, or expensive to run, then SDIRK or FIRK methods are to be preferred.

4. Code organization. FATODE implements four types of methods: explicit,
fully implicit, and singly diagonally implicit Runge-Kutta methods, and Rosenbrock
methods. For each family of methods, a module is given for the main integrator, a
module is given for the linear system solver interface, and a set of modules is given
for generic linear system solvers. They form the basic structure shown in Figure 1.

The main integration module provides the basic time stepping framework and is
independent of the linear system solver.

e The forward integrator calls the user-supplied right-hand side function and
Jacobian and accesses the linear system solver in order to compute the ODE
solution. Users can employ FATODE as a high quality ODE solution library
even when its sensitivity analysis capabilities are not needed. Details of the
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implementation of different Runge-Kutta and Rosenbrock methods are given
in [31, part B].

e The tangent linear integrator and the adjoint integrator require users to also
specify the parameters of interest as additional inputs. The tangent linear
integrator, by default, considers the initial conditions of the ODE system as
the parameters of interest and computes the sensitivity of the ODE solution
with respect to them. Highly efficient tangent linear implementations are
obtained by reusing the LU decompositions from the forward solution on the
sensitivity equations [8]. Details about each family of tangent linear methods
are given in [31, part C|.

e For efficiency reasons FATODE provides two implementations of the adjoint
integrator—one for sensitivities with respect to initial conditions, detailed in
[31, part D], and one for sensitivities with respect to parameters, discussed in
[31, part F]. By default scalar cost functions (2.6) are considered. The cost
function and its derivatives are supplied by the user; cost function derivatives
are used to define the adjoint initial conditions (see (2.15) and [31, eqn. (E.6)])
and to provide the forcing of the adjoint equations.

The linear system solver modules define the data structures for the Jacobians
(e.g., dense, sparse), interfaces to routines that compute Jacobian (or its transpose)
times vector products, and interfaces to linear solvers. Linear algebra is implemented
transparently to the ODE solvers via four generic routines: LS_Init (allocates memory
and initializes the specific linear solver), LS_Decomp (LU decomposition), LS_Solve
(solves the triangular systems by substitution), and LS_Free (frees the memory allo-
cated during the initialization stage). They provide interfaces to dense (LAPACK [3])
and sparse (UMFPACK [6] and superLU [7]) linear algebra packages. Separate mod-
ules are provided for each of the implicit time stepping families in FATODE, as they
perform different Jacobian operations and solve different types of systems (e.g., real-
valued linear systems of dimension d x d for Rosenbrock and real and complex linear
systems of dimension d x d for Runge-Kutta). All the required code modifications
for a new application, or for adding a new solver, are done within the linear algebra
modules. Details on the linear algebra part of FATODE are given in [31, part HJ.

The adjoint model requires two runs. First, the forward code performs a regular
integration of the ODE system. At each step the time ¢, the step size, the forward
solution vector, and the intermediate stage vectors are all saved in checkpoints. Next,
the discrete adjoint code is run backward in time and traces the same sequence of
steps, but in reverse order. At each step, the data in the checkpoint storage is retrieved
and used to construct the adjoint system. The results of LU factorizations can, in
principle, be checkpointed and reused in the adjoint calculations. This is not done in
our implementation for the following reasons. The memory and input/output costs
for storing LU factors can be extremely large when the system is large or when many
steps are taken. Next, FATODE is designed such that the details of the linear solver are
transparent to the main integrator. This transparency cannot be preserved when one
builds and manages a stack for data structures that are specific to particular linear
solvers.

Variable step size is employed by FATODE to control numerical errors and maxi-
mize efficiency. The forward integrators estimate the truncation errors using Runge—
Kutta and Rosenbrock embedded solutions. Local error tests are performed based
on the relative and absolute error tolerances specified by the user, and they are used
to decide acceptance/rejection of the current solution as well as the size of the next
step. For the forward sensitivity analysis FATODE allows control of the truncation
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errors for both the forward solution and the tangent linear model solution. There
is no step size control during the discrete adjoint integration as it traces the same
sequence of steps as the forward integration. However, user-specified tolerances are
employed to control the convergence of the iterative solutions of sensitivity equations.
Implementation details for error estimates and step size control are given in [31, part
GJ.

To increase efficiency the FIRK and SDIRK implementations have the possibility
to reuse previous LU factorizations in lieu of recomputing a new factorization at the
current step. The reuse is allowed when the following three conditions are simul-
taneously met: the same LU factorization has not been in use for more than Ny,ax
consecutive steps; the ratio of the predicted step size to the current step size satisfies
Gmin < Ppredicted/P < gmax; and the convergence rate of the simplified Newton iter-
ations in the previous step is smaller than 0,,... The default values are Ny.x = 20,
Gmin = 1, gmax = 1.2, and 6, = 0.001, and they can be changed by the user.

5. Numerical experiments with a nonstiff problem: Two-dimensional
shallow water equations. In this section we illustrate the capabilities of FATODE
and evaluate the performance of each family of methods using a semidiscretized system
of partial differential equations. We compare FATODE with the well-established code
CVODES within SUNDIALS [15] for the forward solution, as well as for the direct and
adjoint sensitivity analysis. Note that CVODES is implemented in the C programming
language, while FATODE is written in Fortran. To reduce the influence of different
compilers, we use the same Fortran implementations of the right-hand side function
and its Jacobian and call them from CcvODES via C interfaces.

All the experiments are performed on a workstation with dual Intel Xeon E5-2630
CPUs (2.3GHz) running Fedora 17 (x86_64) Linux. PGI Fortran Version 12.10-5 and
GCC Version 4.7.2 are used for compilation, with level O3 optimization. Unless stated
otherwise, the default settings for parameters are used in all FATODE calls.

We consider the two-dimensional shallow water equations [16]

0 0 0

gE 1T g (uh) 5 (0h) =0,
) 9 (5 1 ,\ 9 B
0

0 O (o, 1 5\
E(Uh)+§(uvh)+3_y <v h—|—§gh)—0,

where u(t, x,y), v(t, z,y) are the components of the velocity field, h(t, z,y) is the fluid
layer thickness, and g denotes the gravitational acceleration. The spatial domain is
Q = [-3, 3]?, and the simulation time interval is [tg,tr] = [0,0.02] time units. The
spatial domain is covered by a grid of size 40 x 40, and third order upwind finite
differences are used to perform the spatial discretization. This results in a large,
nonstiff ODE system of dimension 40 x 40 x 3 = 4800 which is solved by FATODE.

A reference solution of the ODE system is obtained by using LSODE [18], a well-
known but relatively slow ODE solver, with a very tight relative and absolute toler-
ances of 1074, The solution relative error is defined as

(5:2) Err = ly(tr) = yret(tr)lly / 9ret(tr)ll5

where y(tr) is the numerical solution at the final step ¢, and yyef(tF) is the reference
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solution at tz. A similar metric is used for the relative sensitivity errors

(5:3) Err = |[s = svetlly / lIsretl2

where s is a numerical sensitivity vector. The reference values s..f are computed
using Adam—Moulton methods in CVODES [15] with relative and absolute tolerances
of 10~ for adjoint sensitivities, and with a relative tolerance of 10~ and an absolute
tolerance of 1071 for tangent linear sensitivities.

We report below numerical results with the nonstiff integrators in FATODE and
CVODES. Results with the stiff solvers in FATODE and CVODES on the shallow water
test can be found in the supplementary material [31, part IJ.

5.1. Forward solution. CVODES [15] is the sensitivity analysis-enabled version
of ¢vODE, which uses the Adams—Moulton methods for nonstiff ODE systems and
the backward differentiation formulas (BDFs) for stiff ODE systems. Both methods
are implemented in a variable-order variable-step form. In our test, we employ the
Adams—Moulton method in ¢vODE. We select three ERK methods of orders three,
five, and eight in FATODE. The Gustafsson predictive error controller is used for all
of them.

With each solver we vary both absolute and relative error tolerances from 102
to 1077 to obtain solutions of different levels of accuracy (the absolute and relative
error tolerances are equal to each other). The resulting work-precision diagrams are
shown in Figures 2(a) (error versus step size) and 2(b) (error versus CPU time). For
the same level of accuracy, the ERK methods in FATODE take fewer steps than the
Adams-Moulton method in ¢CVODES, but the cost per step is higher. Nevertheless,
FAaToDE’s ERK methods of orders five and eight outperform CVODES, with the best
overall CPU time being achieved by FATODE’s order eight method.

5.2. Direct sensitivity analysis. We now calculate the sensitivities of all solu-
tion components at the final time with respect to the initial value of the first solution
component Qy;(tr)/0y1(to), i = 1,...,d, using tangent linear model integration.

The performance results of nonstiff tangent linear integrators are shown in Fig-
ures 2(c) (error versus step size) and 2(d) (error versus CPU time). FATODE's ERK
TLM methods of all orders are considerably more efficient than the nonstiff forward
sensitivity solver in CVODES in terms of both CPU time and number of steps.

5.3. Adjoint sensitivity analysis. We next calculate the sensitivities of the
first solution component at the final time with respect to all initial values dyi(tr)/
Ay;(to), i =1,...,d, using adjoint model integration.

Work-precision diagrams for the adjoint explicit solvers are shown in Figures 2(e)
(error versus step size) and 2(f) (error versus CPU time). The ERK adjoint methods
in FATODE take fewer steps but run slightly more slowly than the Adams—Moulton
method in CVODES. This is due to the fact that the ERK method in FATODE requires
more Jacobian evaluations and Jacobian-vector products during the adjoint backward
run.

6. Numerical experiments with a very stiff problem: The carbon bond
chemical system. We now apply FATODE to the integration and parameter sensi-
tivity analysis for a very stiff system. The experiments are carried out on the same
platform and with the same Fortran compiler and optimization options as for the
shallow water test. The relative errors are evaluated using formulas (5.2) and (5.3).

The Carbon Bond-IV Mechanism (CBM-1V), which consists of 32 species and
81 reactions, was developed for simulating urban smog and modeling regional atmo-
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F1G. 2. ODE solution and sensitivity analysis of the shallow water equations (5.2) using nonstiff

solvers.

Comparison is made between three ERK methods in FATODE and the Adams—Moulton

method tn CVODE. Different points in each plot correspond to different tolerance levels in the range
1072,1073,...,107 (with the absolute tolerances equal to the relative tolerances). The tangent
linear models compute the sensitivity Oy;(tr)/0y1(to), i = 1,...,d, and the adjoint models compute

the sensitivity Oy1(tp)/0yi(to), i =1,...,d.

spheric pollution [5]. Complete descriptions of the CBM-IV chemical mechanism, and
of the setting of the numerical experiments, are given in the supplementary material
[31, part J]. The first six dominant eigenvalues of the Jacobian matrix vary in magni-
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tude from —1.4 x 109 to —2.4 x 1071, which indicates that the system is very stiff and
requires implicit methods with good stability properties. We select two L-stable and
stiffly accurate methods (a high order one and a low order one) from each of the three
categories of implicit methods in FATODE. Their performance is compared against
the BDF method implemented in CVODES.

The sensitivities of individual species concentrations at the final time with respect
to a variety of reaction rate coefficients are calculated using adjoint integration. These
sensitivities quantify the change in concentrations due to small perturbations in the
reaction rate coefficients and help identify the most important reactions. Of particular
interest is the response of the gas-phase species O3, NOy, HONO, N5Os, and HN O3
to perturbations of reaction rates.

To obtain a reference solution, both adjoint CVODES and the adjoint RADAUDS
integrator in FATODE are run with very tight tolerance settings. For the ODE solution
we use rtol = 1071 and atol = 10~8 x atoly for both codes. The entries of the vector of
absolute tolerances atoly reflect the magnitude of typical concentrations of individual
chemical species. CVODES requires additional tolerances for sensitivity analysis, which
are set to rtol_sen = 10714, atol_sen = 10717, The two codes yield sensitivity results
that are very close to each other. To provide the most favorable comparison setting
for CVODES we use its results as the reference solutions in (5.2) and (5.3).

For the numerical tests each solver is run with a series of progressively tighter
tolerances {atol, rtol} = {atoly/(5%),1073/(5%)} for k =0,...,7 (for CVODES we use
k=0,...,9 to better capture its behavior at high accuracy levels). The forward ODE
integration results shown in Figures 3(a), 3(b) reveal that the most efficient solvers
are FATODE’s Rodas4 (for lower accuracies) and Radau2A (for higher accuracies),
followed closely by CVODES.

The work-precision diagrams for the adjoint sensitivity results are shown in Figure
3(c) (with respect to the number of backward steps) and in Figure 3(d) (with respect
to CPU time). For FATODE the number of backward steps is the same as the number of
accepted steps during forward integration, while for CVODES the number of backward
steps varies for each different adjoint problem. Figure 3(c) reveals that the number
of backward steps in FATODE is in general smaller that in ¢vODES. The results in
Figure 3(d) show that for moderate accuracies (relative error above 10~°) the SDIRK
and the Rosenbrock adjoint methods in FATODE are more effective than ¢VODES. For
high accuracies the most efficient is FATODE’s FIRK adjoint method Radau2A. Note
that CVODES implements a variable-order BDF method with maximum order five.
The most efficient method Radau2A has order five as well, while the other schemes
in FATODE have lower orders.

7. Comparison of different option choices in FATODE. FATODE offers a
multitude of methods and a wide range of tunable parameters for each method. This
allows the user to configure the solvers to best meet the needs of the application at
hand. This section discusses several important choices of methods and parameters in
FATODE and illustrates their impact on the solver performance with the help of the
shallow water and carbon bond example problems. For a detailed discussion of all
available choices the reader should consult FATODE’s User’s Guide [29].

7.1. Choice of method. Generally speaking, higher order methods are more
efficient than lower order methods when medium to high accuracies are sought. Fig-
ure 2 illustrates this in the context of the shallow water problem: the eighth-order
DOPRI85H3 is the most efficient explicit method for both the ODE solution and the
sensitivity analysis.
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Fia. 3. Work-precision diagrams for the ODE solution and for adjoint sensitivities for the stiff
CBM-1V test problem. Adjoint sensitivities of five chosen species (O3, NO2, HONO, N2Os, and
HNO3) with respect to 24 constant reaction rate coefficients are computed.

In case of implicit schemes the solution of nonlinear systems dominates the total
cost when large ODE systems are solved. The test results on the shallow water
equations (reported in the supplementary material) reveal that Sdirk4a is the most
efficient implicit solver for both forward and tangent linear integration. For smaller
ODE systems like CBM-IV, the highest efficiency can be obtained by FIRK methods,
e.g., Radau2A in Figure 3. The sixth-order Gauss method takes too many steps to
be competitive on CBM-IV. This is due to its weak A-stability. For larger systems
the stage coupling inherent with FIRK methods impacts the cost of the linear solvers,
which explains why SDIRK and Rosenbrock methods perform best on the shallow
water test.

Results with both examples confirm the fact that Rosenbrock methods are partic-
ularly favorable for low accuracy requirements. Ros4 and Ros3 have the same orders
with Rodas4 and Rodas3, but take fewer stages, and thus are expected to behave
similarly on problems that are mildly stiff. Additional tests with CBM-IV confirm
that on very stiff problems the stiffly accurate schemes Rodas4 and Rodas3 perform
considerably better than Ros4 and Ros3, respectively.

7.2. Choice of linear solver. We have assessed the efficiency of sparse linear
solvers incorporated in FATODE by comparing their performance with LAPACK full



C520 HONG ZHANG AND ADRIAN SANDU

linear solvers in the shallow water test. The Jacobian matrix is of dimension 4800,
but only 100,800 elements (0.4375%) are nonzero. The incorporation of sparse linear
solvers leads to significant computational savings and allows for very efficient forward,
tangent linear, and adjoint model integration. The compute times for various implicit
integrators in FATODE using different linear solvers are shown in Table 2. As expected,
FATODE benefits significantly from the use of sparse linear solvers. UMFPACK is
slightly faster than superLU for this test, and both sparse solvers give essentially the
same results as the full algebra linear solver. Users can link their own linear algebra
routines, e.g., preconditioned Krylov based iterative methods.

TABLE 2
Owverall compute times (in seconds) using different linear solvers in FATODE for the shallow
water test problem. The tolerances are atol = rtol = 1076, and the time interval is tg = 0 to
tp = 0.02 (time units).
Solver Full algebra Sparse algebra
LAPACK UMFPACK  SuperLU
Ros4 474.7 21.6 31.7
Ros4_TLM 506.8 58.3 71.4
Ros4_ADJ 991.7 96.8 120.2
Lobatto3C 342.0 8.8 14.8
Lobatto3C_TLM 431.3 32.9 40.0
Lobatto3C_ADJ 1722.4 69.0 102.2
Sdirk4a 74.5 3.8 5.7
Sdirk4a_TLM 125.2 46.0 49.0
Sdirk4a_ADJ 1685.9 69.0 107.4

7.3. Choice of the direct versus adjoint approach. In the shallow water
test, we used the tangent linear model to calculate dy;(tr)/0v1(to), i = 1,...,d (with
one tangent linear variable) and the adjoint model to calculate dy;(tr)/0y1(to), i =
1,...,d (with one adjoint variable). These two vectors correspond to the first column
and the first row of the full sensitivity matrix (9y;(tr)/dy;(to)) € R¥9, respectively.
The two approaches compute the same sensitivities: the tangent linear result and the
adjoint result converge to the same value for dyi(tp)/0y1(to). The computational
costs are, however, different. The adjoint approach is considerably more efficient
when only a small number of rows in the sensitivity matrix is needed, and the direct
approach is considerably more efficient when only a few columns are computed.

7.4. Solution of the sensitivity system. Both the forward sensitivity system
(2.9) and the adjoint sensitivity system (2.13) are linear with respect to the corre-
sponding sensitivity variables. Consequently, at each step of an implicit solver, the
stage variables are the solutions of a linear system. FATODE offers two choices to solve
these linear systems: directly, at the expense of additional LU decompositions at each
step, and iteratively, via simplified Newton iterations that reuse the LU decomposition
for each stage.

The relative efficiency of the two choices is both problem dependent and method
dependent. The iterative approach is preferable for large problems, while the direct
approach works best with smaller systems. For the s-stage FIRK methods the direct
solution involves one coupled system of dimension sd x sd, while for SDIRK methods
there are s systems of dimension d x d. Considering the cost scaling, the direct
approach is the default option for SDIRK methods, and the iterative approach is the
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default for FIRK methods. This can be changed by users to best match the problem
at hand.

8. Conclusions. This paper presents the FATODE library for the integration of
stiff ODE systems and for performing direct and discrete adjoint sensitivity analyses.
The software is based on our KPP numerical library; while KPP solves only chemical
kinetic systems, FATODE offers a general purpose implementation that makes it po-
tentially useful for a wide range of applications. Important areas that can benefit from
using FATODE include uncertainty quantification, inverse problems such as parameter
estimation and data assimilation, and optimization of systems governed by ODEs.

FATODE implements ERK methods for nonstiff problems and FIRK, SDIRK, and
Rosenbrock methods for stiff problems. This distinguishes the software from CVODES,
which is based on linear multistep methods.

FATODE employs a discrete adjoint sensitivity analysis approach; i.e., it com-
putes the derivatives of the numerical solution. This approach sets it apart from both
DENSERKS and CVODES, which implement a continuous adjoint approach. The dis-
crete adjoint approach gives gradients of the numerical cost function that are exact,
to roundoff error. Such gradients are highly suitable for numerical optimization prob-
lems, as well as for a posteriori error estimation in complex systems. It was shown
in [20] that the discrete Runge—Kutta adjoints are dual consistent. Consequently, the
discrete adjoints computed by FATODE represent solutions of the continuous adjoint
ODEs that are as accurate as the solutions obtained by the continuous adjoint ap-
proach. We note that controlling the sensitivity error may require several runs. Since
sensitivity coefficients can vary over many orders of magnitude, a good setting of
the absolute tolerances may require several trial-and-error iterations. In the adjoint
approach, the sensitivity error depends on both the forward and the adjoint integra-
tion errors; this issue is common to both continuous and discrete approaches. While
the independent adjoint step size control in the continuous approach is apparently
an advantage, current implementations do not account for the interpolation errors.
Moreover, in practice, the interplay between forward, interpolation, and adjoint dis-
cretization errors is very difficult to control directly. A good guideline is to use tighter
tolerances than required by the application during the sensitivity calculations.

All methods in FATODE use local truncation error estimation and step size control
for efficiency. The step size is also adjusted to ensure rapid convergence of the linear
and nonlinear system solvers at each step. Checkpointing, needed for adjoint runs,
is performed in a manner that is completely transparent to the user. The discrete
implicit sensitivity equations require the solution of different linear systems for each
stage, or of linear systems that couple all stages of a method. Two options are offered
in FATODE: the first constructs each linear system and solves it individually, and
the second performs simplified Newton iterations that allow reusing the same LU
factorization across all stages. FATODE controls the iteration number, and possibly
the step size, such that the iteration error in the latter approach is smaller than the
local truncation error at the current step.

FATODE contains stand-alone linear system solvers for different types of systems.
The package includes direct solvers for both dense (LAPACK) and sparse (SUPERLU,
UMFPACK) systems. The decoupling between the time integration routines and the
linear solvers allows users to easily add their own methods, e.g., preconditioned iter-
ative solvers tuned for the application at hand. Details can be found in the User’s
Guide [29].

The implicit formulation of the stiff solvers, as well as the formulation of the
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tangent linear and adjoint methods, require the user to provide various derivatives
such as Jacobian-vector, transposed Jacobian-vector, and Hessian-vector products.
These derivatives can be obtained analytically, by finite differences, or by automatic
differentiation. Since the accuracy of the derivative approximations directly impacts
the overall accuracy of the sensitivity results, care must be exercised when finite
differences are employed.

Numerical experiments presented here reveal that FATODE compares favorably
with the current state-of-the-art package cvODES. For the (larger) shallow water
problem in section 5 the stiff FATODE solvers are considerably more efficient, in terms
of work-precision, than the BDFs implemented in ¢vODES. For nonstiff solvers the
linear multistep methods provide better performance. FATODE sensitivity solutions
are considerably more accurate than those of cvODES for the stiff chemical system
discussed in section 6.

Code availability. The source code and the User’s Guide are available online
from the FATODE web site [30]. The code has been tested under the following com-
pilers: Portland group’s pgf90, Lahey’s 1f95, Sun’s sunf90, gfortran, g95, and Absoft.

REFERENCES

(1] A. Sanpu, D. Dagscu, aAND G. R. CARMICHAEL, Direct and adjoint sensitivity analysis of
chemical kinetic systems with KPP: Part 11-—numerical validation and applications, At-
mospheric Environment, 37 (2003), pp. 5097-5114.

[2] M. ALEXE AND A. SANDU, Forward and adjoint sensitivity analysis with continuous explicit
Runge-Kutta schemes, Appl. Math. Comput., 208 (2009), pp. 328-334.

(3] E. ANDERSON, Z. Bal, C. BiscHOF, S. BLACKFORD, J. DEMMEL, J. DONGARRA, J. DU CROZ,
S. HAMMARLING, A. GREENBAUM, A. MCKENNEY, AND D. SORENSEN, LAPACK Users’
Guide, 3rd ed., STAM, Philadelphia, 1999.

[4] H. M. BUCKER, G. Coruiss, P. HovLAND, U. NAUMANN, AND B. NORRIS, EDS., Automatic
Differentiation: Applications, Theory, and Implementations, Lect. Notes Comput. Sci.
Eng. 50, Springer, New York, 2006.

[5] W. P. L. CARTER, A detailed mechanism for the gas-phase atmospheric reactions of organic
compounds, Atmospheric Environment, 24 (1990), pp. 481-518.

6] T. A. Davis, Algorithm 832: UMFPACK V4.3—an unsymmetric-pattern multifrontal method,
ACM Trans. Math. Software, 30 (2004), pp. 196-199.

[7] J. W. DEMMEL, S. C. EISENSTAT, J. R. GILBERT, X. S. L1, AND J. W. H. Liu, A supernodal
approach to sparse partial pivoting, STAM J. Matrix Anal. Appl., 20 (1999), pp. 720-755.

[8] A. M. DUNKER, The decoupled direct method for calculating sensitivity coefficients in chemical
kinetics, J. Chem. Phys., 81 (1984), pp. 2385-2393.

(9] P. ELLER, K. SINGH, A. SANDU, K. BowMaN, D. K. HENzZE, AND M. LEE, Implementation
and evaluation of an array of chemical solvers in the Global Chemical Transport Model
GEOS-Chem, Geoscientific Model Development, 2 (2009), pp. 89-96.

[10] M. W. GERy, G. Z. WHITTEN, J. P. KiLLus, AND M. C. DODGE, A photochemical kinetics
mechanism for urban and regional scale computer modeling, J. Geophys. Res., 94 (1989),
pp. 12925-12956.

[11] R. GIERING AND T. KAMINSKI, Recipes for adjoint code construction, ACM Trans. Math. Soft-
ware, 24 (1998), pp. 437-474.

[12] W. HAGER, Runge Kutta methods in optimal control and the transformed adjoint system,
Numer. Math., 87 (2000), pp. 247-282.

[13] E. HAIRER, S. P. NORSETT, AND G. WANNER, Solving Ordinary Differential Equations 1. Non-
stiff Problems, Springer-Verlag, Berlin, 1993.

[14] E. HAIRER AND G. WANNER, Solving Ordinary Differential Equations 11. Stiff and Differential-
Algebraic Problems, Springer Ser. Comput. Math., Springer, Berlin, 1991.

[15] A. C. HinDMARSH, P. N. BRowN, K. E. GrRanT, S. L. LEE, R. SERBAN, D. E. SHUMAKER,
AND C. S. WOODWARD, SUNDIALS: Suite of nonlinear and differential/algebraic equation
solvers, ACM Trans. Math. Software, 31 (2005), pp. 363-396.

[16] D. D. HOUGHTON AND A. KASAHARA, Nonlinear shallow fluid flow over an isolated ridge,
Comm. Pure Appl. Math., 21 (1968), pp. 1-23.



THE FATODE LIBRARY C5h23

[17] J. R. LEis AND M. A. KRAMER, ODESSA—an ordinary differential equation solver with explicit

18]

K.

A.

A.

stmultaneous sensitivity analysis, ACM Trans. Math. Software, 14 (1986), pp. 61-75.
RADHAKRISHNAN AND A. C. HINDMARSH, Description and Use of lsode, the Livermore Solver
for Ordinary Differential Equations, Tech. report UCRL-ID-113855, Lawrence Livermore
National Laboratory, Livermore, CA, 1993.
SANDU, On the properties of Runge Kutta discrete adjoints, in ICCS 2006, IV, Lecture Notes
in Comput. Sci. 3994, Springer-Verlag, Berlin, Heidelberg, 2006, pp. 550-557.
SANDU, Solution of tnverse problems using discrete ODE adjoints, in Large Scale In-
verse Problems and Quantification of Uncertainty, John Wiley and Sons, New York, 2011,
pp. 345-364.

. SANDU, D. DAEscu, AND G. R. CARMICHAEL, Direct and adjoint sensitivity analysis of

chemical kinetic systems with KPP: Part 1—theory and software tools, Atmospheric En-
vironment, 37 (2003), pp. 5083-5096.

. SANDU AND P. MIEHE, Forward, tangent linear, and adjoint Runge—Kutta methods in KPP-

2.2 for efficient chemical kinetic simulations, Int. J. Comput. Math., 87 (2010), pp. 2458—
2479.

. SANDU, J. G. VERWER, J. G. BroMm, E. J. SPEE, G. R. CARMICHAEL, AND F. A. Po-

TRA, Benchmarking stiff ODE solvers for atmospheric chemistry problems 11: Rosenbrock
methods, Atmospheric Environment, 31 (1997), pp. 3459-3472.

. SERBAN AND A. C. HINDMARSH, CVODES, the Sensitivity-Enabled ODE Solver in SUNDI-

ALS, Tech. report UCRL-PROC-210300, Lawrence Livermore National Laboratory, Liver-
more, CA, 2003.

. SIRKES AND E. TZIPERMAN, Finite difference of adjoint or adjoint of finite difference,

Monthly Weather Review, 125 (1997), pp. 3373-3378.

. G. VERWER, E. J. SPEg, J. G. BLoM, AND W. HUNSDORFER, A second-order Rosenbrock

method applied to photochemical dispersion problems, SIAM J. Sci. Comput., 20 (1999),
pp. 1456-1480.

. ZHANG AND A. SANDU, FATODE: A Library for Forward, Adjoint, and Tangent Linear In-

tegration of ODEs, Tech. report TR-11-25, Computer Science, Virginia Tech., Blacksburg,
VA, 2011, http://eprints.cs.vt.edu/archive/00001170/01/fatode_technical_report.pdf.

. ZHANG AND A. SANDU, FATODE: A library for forward, adjoint and tangent linear inte-

gration of stiff systems, in Proceedings of Spring Simulation Multi-conference (SpringSim)
2011, Vol. High Performance Computing Symposium, L. T. Watson, G. W. Howell, W. L.
Thacker, and S. Seidel, eds., SCS, Boston, MA, 2011, pp. 143—-150.

. ZHANG AND A. SANDU, FATODE: User’s Guide, available online from http://people.cs.vt.

edu/~asandu/Software/FATODE/FATODE_user_guide.pdf (2011).

. ZHANG AND A. SANDU, FATODE Website: Forward, Adjoint, and Tangent Linear Integra-

tion of ODEs, http://people.cs.vt.edu/~asandu/Software/FATODE (2011).

. ZHANG AND A. SANDU, Supplementary material for “FATODE: A library for forward,

adjoint, and tangent linear integration of ODEs,” SIAM J. Sci. Comput., 36 (2014),
pp. C504—-C523.


http://eprints.cs.vt.edu/archive/00001170/01/fatode_technical_report.pdf
http://people.cs.vt.edu/~asandu/Software/FATODE/FATODE_user_guide.pdf
http://people.cs.vt.edu/~asandu/Software/FATODE/FATODE_user_guide.pdf
http://people.cs.vt.edu/~asandu/Software/FATODE


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


