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DOE’s Office of Science is an  
enormously complicated distributed system 
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Argonne National Lab!
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"
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Brookhaven!
National Lab!

• Relativistic Heavy 
Ion Collider"

• National 
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Surface Modification & 
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• Spallation Neutron Source"
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Thomas Jefferson National!
Accelerator Facility!

• Continuous  Electron 
Beam Accelerator Facility"

Physics Accelerators"
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Large Fusion Experiments"
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Sandia Combustion "
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James R. 
MacDonald"
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$5B/yr	supports	26,000	inves2gators	at	300	academic	ins2tu2ons	and	all	
DOE	laboratories;	27,000	researchers	use	scien2fic	user	facili2es			 2	



Data Deluge 
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Science Workflows 
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Science workflow - current 
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Focus	on	data	
transfer	



GridFTP – parallelism, concurrency, and multi-
node data movement 
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Parallel	File	System
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Parallel TCP streams 



85 Gbps Sustained Disk-to-Disk over 100 Gbps 
Network, Ottawa—New Orleans 



All	build	on	GridFTP	and	other	Globus	Toolkit	soWware	

LIGO:	1	PB	data	in	last	science	
run,	distributed	worldwide	

ESG:	1.2	PB	climate	data	
delivered	to	23,000	users;	600+	pubs	

OSG:	1.4M	CPU-hours/day,	
>90	sites,	>3000	users,		
>260	pubs	in	2010	

Robust	produc2on	solu2ons	
Substan2al	teams	and	expense	
Sustained,	mul2-year	effort	
Applica2on-specific	solu2ons,	
			built	on	common	technology	

GridFTP underpins many science projects & facilities 
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Small science struggling 

More	data,	more	complex	data	
Ad-hoc	solu2ons	
Inadequate	soWware,	hardware	
Poor	performance	



Moving data should be easy … 
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…but it’s hard and frustrating 
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    SaaS 



Globus Online 

Data 
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transfer request 
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Globus by the numbers 

4  
major services 

13  
national labs  
use Globus 

175 PB 
transferred 

2,500  
active endpoints 

30 billion  
files processed 

450+  
active daily users 

43,000 
registered users 

99.9% 
uptime 

35+ 
institutional 
subscribers 

1 PB 
largest single 

transfer to date 

3 months 
longest 

continuously 
managed transfer   

130  
federated 

campus identities  



       Research challenges 



Science workflow - current 
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Iterative tomographic reconstruction 
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Network	
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Visualiza2on	

Science workflow - future 



On-demand computing in supercomputers 

§  Real-2me	queue?	
–  Higher	charge	rate	
–  NERSC	has	modest	number	of	nodes	allocated	

§  Steal	resources	that	service	the	batch	queue?	
–  Preempt	batch	jobs	

–  Low-priority	queues?	
•  Lower	charge	rate	

§  How	to	keep	the	average	u2liza2on	of	the	system	high?	
–  Bursty	real-2me	loads	

§  Checkpoin2ng	
–  User	or	system?	

–  Restart	overhead	



Peak vs. average network utilization 
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Robust Analytical Models for Science at Extreme 
Scale (RAMSES) project 

Experiments

Database

Modeling

Estimation

Advisor

Estimators

Evaluators

Tester

Tools
       Develop easy-to-use         
  tools to provide end-users 
          with actionable advice

Develop and apply 
data-driven estimation 
methods: differential 
   regression, surrogate 
         models, etc.

   Develop, evaluate, and 
  refine component and 
 end-to-end models

               Conduct extensive, 
      automated experiments 
            to test models and
             build database
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