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Exploding data volumes 

100,000	
  TB	
  

MACHO	
  et	
  al.:	
  1	
  TB	
  
Palomar:	
  3	
  TB	
  

2MASS:	
  10	
  TB	
  
GALEX:	
  30	
  TB	
  
Sloan:	
  40	
  TB	
  
Pan-­‐STARRS:	
  	
  
40,000	
  TB	
  

2004:	
  36	
  TB	
  

2012:	
  2,300	
  TB	
  

105	
  increase	
  
in	
  data	
  
volumes	
  in	
  
6	
  years	
  

Astronomy Climate 

Genomics 



Data Deluge 



Large Hadron Collider 

1800 Physicists, 150 Institutes, 32 Countries 
 
 
 
 
 
 
 
    
    100 PB of data by 20XX; 50,000 CPUs? 





But small and medium science is suffering 

•  Data	
  deluge	
  
•  Ad-­‐hoc	
  solu2ons	
  
•  Inadequate	
  soWware,	
  	
  

hardware	
  &	
  IT	
  staff	
  



Accelerate	
  discovery	
  and	
  innova2on	
  worldwide	
  by	
  providing	
  
research	
  data	
  management	
  as	
  a	
  service	
  
 

 
Leverage the cloud to 
§  provide millions of researchers with unprecedented 

access to powerful tools;  
§  enable  a massive shortening of cycle times in 

time-consuming research processes; and 
§  reduce research IT costs dramatically via economies of 

scale 

Research Data Management as a Service 





GridFTP servers around the world 



GridFTP usage 
PB

s	
  



GridFTP 

§  Extension of the standard FTP 
§  Two channel protocol like FTP 
§  Control Channel 

–  Command/Response 
–  Used to establish data channels 
–  Basic file system operations  

•  eg. mkdir, delete etc 

§  Data channel 
–  Pathway over which file is transferred 
–  Many different underlying protocols can be used 

•  MODE command determines the protocol 



§  GridFTP has been around for more than a decade 
now 

§  Until about a year or two ago, GridFTP was mostly 
used only by big science projects 
–  LHC, ESG, LIGO etc 

§  Two key reasons 
–  Security configuration was difficult both for end users and 

GridFTP server administrators 
–  End users were not able to handoff the data movement 

task to some generic client and forget about it 

GridFTP Adoption 





§  Move,	
  Sync,	
  Share	
  files	
  
–  Easy	
  “fire-­‐and-­‐forget”	
  transfers	
  
–  Share	
  with	
  any	
  Globus	
  user	
  or	
  group	
  
–  Automa2c	
  fault	
  recovery	
  &	
  High	
  performance	
  
–  Across	
  mul2ple	
  security	
  domains	
  
–  Web,	
  command	
  line	
  and	
  REST	
  interfaces	
  

§  Minimize	
  IT	
  costs	
  
–  SoWware	
  as	
  a	
  Service	
  (SaaS)	
  

•  No	
  client	
  soWware	
  installa2on	
  
•  New	
  features	
  automa2cally	
  available	
  

–  Consolidated	
  support	
  &	
  troubleshoo2ng	
  
–  Simple	
  endpoint	
  installa2on	
  with	
  Globus	
  Connect	
  and	
  GridFTP	
  

§  Recommended	
  by	
  XSEDE,	
  Blue	
  Water,	
  NERSC,	
  ALCF,	
  ESnet,	
  many	
  
Universi2es	
  

What is Globus Online? 
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LIVE	
  DEMO	
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Early	
  adop2on	
  is	
  encouraging	
  



Early	
  adop2on	
  is	
  encouraging	
  

• 7,500	
  registered	
  users;	
  ~100	
  daily	
  
• >10PB	
  moved;	
  >500MM	
  files	
  

• 10x	
  (or	
  be?er)	
  performance	
  vs.	
  scp	
  
• 99.9%	
  availability	
  

• EnIrely	
  hosted	
  on	
  AWS	
  



Resource Aware Protocols 



Interactive Remote Visualization of ENZO Cosmology 

Argonne	
  Na2onal	
  
Laboratory	
  

San	
  Diego	
  
New	
  Orleans	
  -­‐	
  SC’10	
  Show	
  floor	
  



Tomography at APS 

Data	
  	
  
Acquisi2on	
  

Advanced	
  Photon	
  Source	
  

WAN

3D	
  Reconstruc2on	
  
3D	
  Rendering	
  
Post	
  Analysis	
  

3D	
  Reconstruc2on	
  
3D	
  Rendering	
  
Post	
  Analysis	
  

User’s	
  ins2tu2on	
  

Raw	
  Data	
  	
  

HPC	
  Cluster	
  

Reconstruc
ted/Reduc

ed	
  data	
  

§  Current 
§  Data processed – 5.6 TB/day 
§  Data distributed to users – 3.3 TB/day 

§  Upgrade  
§  Data processed – 385.3 TB/day 
§  Data distributed to users – 253.4 TB/day 



Simulation-time Data Analysis and Visualization of 
FLASH Astrophysics Simulation 

Simula2on-­‐2me	
  data	
  analysis	
  is	
  cri2cal	
  to	
  reduce	
  the	
  data	
  
wrijen	
  to	
  storage	
  and	
  to	
  generate	
  faster	
  insights	
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40K	
  Nodes	
  
160K	
  Cores	
  
557	
  TFlops	
  

640	
  
	
  I/O	
  

Nodes	
  

Myrinet	
  
Switch	
  
Complex	
  
900+	
  
ports	
  

3.2	
  TB	
  Memory	
  
200	
  GPUs	
  

128	
  File	
  
Servers	
  

6.4	
  	
  
Tb/s	
  4.3	
  Tb/s	
  

1	
  Tb/s	
  

1.3	
  Tb/s	
  

0.5	
  Tb/s	
  

Intrepid	
  BG/P	
  Compute	
  Resource	
  

Eureka	
  Analysis	
  Cluster	
  

Storage	
  	
  
System	
  

FLASH	
  
Analysis	
  



Data Movement Trends 

Disk-­‐to-­‐Disk	
  Transfers	
  

Disk-­‐to-­‐Memory	
  Transfers	
  

Sensors

Memory-­‐to-­‐Disk	
  Transfers	
  

Memory-­‐to-­‐Memory	
  Transfers	
  

Parallel	
  M-­‐to-­‐N	
  Data	
  Flows	
  



Network Characteristics 

§  Network	
  Type	
  
–  Shared	
  or	
  dedicated	
  
–  Circuit	
  or	
  packet	
  or	
  hybrid	
  

§  Network	
  ac2vity	
  	
  
–  Over-­‐u2lized	
  or	
  under-­‐u2lized	
  

§  Network	
  Topology	
  
–  Parallel	
  paths	
  
–  Bandwidth,	
  latency,	
  loss	
  rate	
  

§  LAN	
  (within	
  a	
  leadership	
  facility),	
  MAN	
  or	
  WAN	
  

§  Network	
  is	
  no	
  longer	
  a	
  blackbox	
  
–  SoWware	
  Defined	
  Networking	
  
–  Topology	
  and	
  link	
  state	
  informa2on	
  available	
  

–  Guaranteed	
  bandwidth	
  



Concerted Flows 

§  Develop	
  new	
  parallel	
  
protocols	
  that	
  are	
  

§  Capture	
  the	
  diverse	
  flow	
  
characteris2cs	
  and	
  needs	
  

§  Leverages	
  feedback	
  from	
  
network	
  agents	
  and	
  exploits	
  
topology	
  to	
  design	
  	
  flow	
  and	
  
conges2on	
  control	
  for	
  parallel	
  
data	
  movement	
  

§  Build	
  a	
  knowledge	
  base	
  
capturing	
  the	
  data	
  transfer	
  
pajerns	
  of	
  several	
  DOE	
  
applica2ons	
  

Serial / Parallel Application or Instrument

Concerted Flows API

Parallel Data 
Movement

End System Data 
Movement

Network Control

Network Awareness

Protocol Selection

Composable Protocols

Transport Layer



Exploiting multiple paths 

6

Fig. 5: Approach 1: GridFTP XIO takes advantage of multi-homed hosts and dedicated paths dynamically provisioned between each end-site.

Fig. 6: Approach 2: XSPd configures OpenFlow switch to rewrite headers that match some or all GridFTP flows, sending them to a Phoebus

Gateway that forwards and accelerates the transfer over the WAN circuit.

we hope to improve upon the performance of purely end-to-

end circuits between DYNES sites. Additionally, the level of

performance achieved by the given OpenFlow switch imple-

mentation while rewriting headers is one of the metrics we

will collect and analyze as a result of this experiment. We

expect the major differentiating factor will be whether or not

the Set-Field action, for the OpenFlow 12-tuple fields we are

matching on, is implemented in hardware (i.e., on the ASIC

versus forwarded over the management CPU).

3) Dynamically redirect flows over VLANs with SDN. Our

last approach will investigate the use of the NDDI/OS3E

OpenFlow backbone to provision alternate layer-2 paths. These

paths are effectively dynamically configured VLANs across a

network of OpenFlow switches. An NDDI configured “slice”,

or flowspace, will be controlled by our XSPd instances from

either end-site. As depicted in Figure 7, XSPd provides the

network interface required to install flow entries into both the

SRS and NDDI networks, enabling redirection of matching

GridFTP streams onto the VLANs instantiated across the

NDDI backbone.

Our effective evaluation of this scenario will depend on the

availability of NDDI resources during SC12 in addition to

any connectivity constraints in directing traffic to our remote

end-sites. The ability of NDDI to peer with ION allows us to

extend these VLANs into the end-sites directly if necessary.

To summarize, our application-driven approach gives XSP-

enabled transfer clients control over when and how to take

advantage of network parallelism. In the simplest case, xio-
xsp enables the automatic provisioning of circuits on behalf of

GridFTP transfers that can make best use of the available end-

to-end paths. Beyond observable performance improvements,

what we expect to gain in each of our approaches is the ability

to evaluate and tune how Periscope measurement feedback

within our XSP-based services can determine when multi-

pathing is beneficial. For example, if our analysis detects

that a GridFTP transfer is disk I/O bound, then we have the

potential to avoid wasteful provisioning of a dedicated circuit

that would not help overall performance. Conversely, if we

find that the network is the bottleneck, we have the option

of finding alternate, or to allocate new, paths to support the

transfer.

IV. RELATED WORK

There have been a number of proposed schemes for pro-

viding application-level multi-pathing [25]–[27]. While our

approach shares common goals, our focus is on the use of

active network signaling to provide alternative paths, and to

actively redirect flows over dedicated wide-area paths.

In a similar vein, Resilient Overlay Networks (RONs) have

been developed [7], [8] to provide and make better use

of network path diversity. Overlays have also been applied

specifically to improve GridFTP performance [14], [22].

Other clearly related work involves dynamic network re-

source allocation across both local and wide-area networking

environments. Systems such as Terapaths [11] and LambdaS-

tation [9] are two approaches designed to provide better access

and use of dynamic network environments, which also directly

use the OSCARS system for dynamic circuit provisioning.

V. CONCLUSION

This proposal has outlined three experimental approaches

for achieving improved throughput via multi-pathing over

•  Take advantage of the multiple interfaces in the multi-homed data transfer nodes

•  Use circuit as well as production IP link

•  Data will flow even while the circuit is being setup

•  Once the circuit is setup, use both the paths to improve throughput




Exploiting multiple paths 
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Fig. 2: Average performance for increasing transfer sizes between

UMich and Caltech DYNES installations. 1Gb/s shared IP and 10Gb/s

circuit interfaces using 8 parallel streams.
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Fig. 3: Average performance for increasing transfer sizes between

NERSC and ANL data transfer nodes. 10Gb/s shared IP and 10Gb/s

circuit interfaces using 32 parallel streams.

transfers using 8 parallel streams between the 10G-connected

DYNES installations at University of Michican (UMich) and

the California Institute of Technology (Caltech). Running two

independent transfers simultaneously over both paths provides

an indication of the expected multi-path throughput that could

be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32

parallel streams between data transfer nodes located at NERSC

and ANL. In each case, our reservable circuit capacity was

limited to 2Gb/s because of capacity caps, although we note

that due to bandwidth “scavenging” enabled in the Internet2

ION Service, we frequently see average rates above the defined

bandwidth limit. This behavior is clearly indicated in our

results.

While dedicated circuits provide a number of benefits in

terms of deterministic characteristics and improved through-

put for many data-intensive applications, a key drawback is

the often lengthy provisioning latencies. Building OSCARS

circuits can frequently take on the order of 5-7 minutes as

the number of domains involved in a path increases, requiring

the application to idle while the path becomes available. One

advantage of enabling simultaneous flows over both best-

effort and circuit paths is the ability for a transfer to make

progress while the circuit becomes active. A clear goal for

our XSP dynamic network approach is to allow an SDN

network to opportunistically redirect flows onto paths as they

become available, providing a transparent mechanism that

enables muti-pathing for data movement applications. Other

advanced networks, e.g., NDDI/OS3E, promise to reduce path

configuration time considerably through the use of OpenFlow,

while still maintaining the ability to peer with OSCARS-based

services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an

application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically

switch an active GridFTP transfer between shared (100G)

and dedicated (10G) VLANs. The decision to redirect traffic

was determined by a performance threshold integrated within

the xio-xsp implementation, allowing the transfer to alternate

between paths to achieve better transfer rates without input

from the user. This work forms the basis of our multi-path

experiments planned for SC12.

The Phoebus system has also been shown to support large

scientific data transfers over reservable network paths using

OSCARS [21]. We have demonstrated that on-demand net-

work resources can provide significant performance gains for

applications when compared to traditional direct connections.

The ability of XSP, and hence Phoebus, to signal the OSCARS

control plane allows PG deployments to immediately leverage

these dynamic networks. In conjunction with SDN control at

the edge, Phoebus will provide a WAN acceleration capability

as part of our experiments.

Finally, in previous monitoring work [15], we showed

results from the integration of Periscope for measuring end-

to-end bottlenecks at gigabit transfer speeds. Our analysis

demonstrated the ability to correctly aggregate and correlate

metrics from GridFTP, hosts, and networks to accurately

determine the cause of end-to-end performance bottlenecks. A

graphical example of the bottleneck determination algorithm

is shown in Figure 4. We intend to leverage this work to

more intelligently influence the path selection used by our

approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on

DYNES deployment, we will investigate the parallel use of

both the best-effort, IP-routed path and the ability to dy-

namically provision and direct traffic over dedicated VLANs

between available end-sites. In each scenario, we assume the

presence of the following local area resources:

• Dedicated data transfer nodes that run GridFTP servers

in addition to our host monitoring agents.

• A system on which to run our XSPd controller with

access to both the OSCARS Inter-Domain Controllers

(IDCs) and OpenFlow network.

• The ability to poll switch counters or other real-time

statistics from SCinet/SRS and the DYNES end-sites.
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transfers using 8 parallel streams between the 10G-connected

DYNES installations at University of Michican (UMich) and

the California Institute of Technology (Caltech). Running two

independent transfers simultaneously over both paths provides

an indication of the expected multi-path throughput that could

be achieved for a single transfer.

In Figure 3, we show the results of a similar test using 32

parallel streams between data transfer nodes located at NERSC

and ANL. In each case, our reservable circuit capacity was

limited to 2Gb/s because of capacity caps, although we note

that due to bandwidth “scavenging” enabled in the Internet2

ION Service, we frequently see average rates above the defined

bandwidth limit. This behavior is clearly indicated in our

results.

While dedicated circuits provide a number of benefits in

terms of deterministic characteristics and improved through-

put for many data-intensive applications, a key drawback is

the often lengthy provisioning latencies. Building OSCARS

circuits can frequently take on the order of 5-7 minutes as

the number of domains involved in a path increases, requiring

the application to idle while the path becomes available. One

advantage of enabling simultaneous flows over both best-

effort and circuit paths is the ability for a transfer to make

progress while the circuit becomes active. A clear goal for

our XSP dynamic network approach is to allow an SDN

network to opportunistically redirect flows onto paths as they

become available, providing a transparent mechanism that

enables muti-pathing for data movement applications. Other

advanced networks, e.g., NDDI/OS3E, promise to reduce path

configuration time considerably through the use of OpenFlow,

while still maintaining the ability to peer with OSCARS-based

services such as ION.

A. Prior Work
Our earlier work with XSP [16] in dynamic network envi-

ronments has demonstrated the ability for XSP to provide an

application-driven interface to SDNs. At SC11, we used xio-
xsp and XSPd deployed across remote domains to dynamically

switch an active GridFTP transfer between shared (100G)

and dedicated (10G) VLANs. The decision to redirect traffic

was determined by a performance threshold integrated within

the xio-xsp implementation, allowing the transfer to alternate

between paths to achieve better transfer rates without input

from the user. This work forms the basis of our multi-path

experiments planned for SC12.

The Phoebus system has also been shown to support large

scientific data transfers over reservable network paths using

OSCARS [21]. We have demonstrated that on-demand net-

work resources can provide significant performance gains for

applications when compared to traditional direct connections.

The ability of XSP, and hence Phoebus, to signal the OSCARS

control plane allows PG deployments to immediately leverage

these dynamic networks. In conjunction with SDN control at

the edge, Phoebus will provide a WAN acceleration capability

as part of our experiments.

Finally, in previous monitoring work [15], we showed

results from the integration of Periscope for measuring end-

to-end bottlenecks at gigabit transfer speeds. Our analysis

demonstrated the ability to correctly aggregate and correlate

metrics from GridFTP, hosts, and networks to accurately

determine the cause of end-to-end performance bottlenecks. A

graphical example of the bottleneck determination algorithm

is shown in Figure 4. We intend to leverage this work to

more intelligently influence the path selection used by our

approaches described below.

B. Proposed Experiment
Our proposed experiment involves three distinct approaches

to achieve multi-pathing with GridFTP. As our focus is on

DYNES deployment, we will investigate the parallel use of

both the best-effort, IP-routed path and the ability to dy-

namically provision and direct traffic over dedicated VLANs

between available end-sites. In each scenario, we assume the

presence of the following local area resources:

• Dedicated data transfer nodes that run GridFTP servers

in addition to our host monitoring agents.

• A system on which to run our XSPd controller with

access to both the OSCARS Inter-Domain Controllers

(IDCs) and OpenFlow network.

• The ability to poll switch counters or other real-time

statistics from SCinet/SRS and the DYNES end-sites.

	
  	
  	
  	
  	
  
multipath 

Default,	
  commodity	
  IP	
  routes	
  
+	
  Dedicated	
  circuits	
  

=	
  Significant	
  performance	
  gains	
  

Transfer	
  between	
  NERSC	
  and	
  ANL	
   Transfer	
  between	
  Umich	
  and	
  Caltech	
  



§  Visit	
  www.globusonline.org/signup	
  to:	
  
–  Get	
  a	
  free	
  account	
  to	
  start	
  moving	
  and	
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  files	
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–  Help	
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  us	
  at	
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Questions? 


