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Abstract Factors affecting throughput Experimental results
Improving the throughput of data transfer over high-speed long-distance networks has become increasingly + TCP dynamics ) )
difficult and complex. Numerous factors, such as varying congestion scenarios, external factors that are hard * Host cannot keep up with the network bandwidth delay product Tmpact of taning on observed throughput
to characterize analytically, and dynamics of underlying transfer protocol, contribute to this difficulty. In this * Congestion in the bottleneck link due to external traffic Setup
study, we consider optimizing memory to memory transfer via Transmission Control Protocol (TCP), where the o[y =, e o .
data is transferred from a source memory to a destination memory using TCP. Inspired by the simplicity and #stroams = 01; #stroams = o LA +  Source: Argonne; Destination: Univ. of Chicago.
the of the addii an d scheme of TCP variants, we propose a P=1000; alpha=1.00, beta=0.50 P=1000; alpha=1.00, beta=0.50 & - The peak throughput 1 Gb/s (125 MBJs).
tuning algorithm that can dynamically adapt me number of parallel TCP streams to improve the aggregate 8 8- *  Globus-url-copy from Globus toolkit for memory to memory transfer
throughput of data transfers. 2 = 8 e T T o . Amrcuany introduce congestion in the 1 Gbs link by starting a transfer in
i ° _F - R from source
. . H -3 a £ |
Throughput optimization §s §s EH] H
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Given a source src, destination dst, and size Y of the data that need to be transferred, the problem of R §s e = 5 [ Exploratory analysis
optimizing the performance of the file transfer can be formulated as follows: ge g £° 22
L gs 3o + When there is no congestion, single stream can saturate outbound link:
f g¥ 2% £ increasing the streams decreases the throughput
end go -8 ol = 4 + When there is congestion (external streams), single stream's throughput
5 9 src dst d g 88 & ° becomes poor and multiple streams increases the throughput
argmax X, St, 0¢t, , Uy t, o 100 200 3 0\ 0 500| + The required number of streams to reach maximum achievable throughput
D s o ° control epochs increases with an increase in congestion
Te Tstart 2000 4000 6000 2000 10000 2000 4000 6000 8000 10000 1 4 5 16 64 256 + Increasing the number of streams beyond certain point, which is
congestion epoch congestion epoch parallelism by congestion, results in performance degradation
Tpact of Tanng on paralleT Stre:
Objective i i e stesne
Tuning algorithm — e T Tuning results
«xis a vector of m controllable tuning parameters At each control epoch c, the following control logic determines ns,: -
+Syis the size of the data transferred from t'-t = dt X 2° With the tuning algorithm, all transfers reach the maximum achievable
+8,is a hyperparameter capturing network condition at time t “When link or TCP becomes bottleneck, increase the number of ]
2 ork X B throughput
+6 and 8 are the parameters describing the source and the destination loads at time ¢ streams RC DST d ~_ + The point at which the host becomes bottleneck increases with congestion
Ty 8nd Ty denote the file transfer starting and ending time, respectively “When host becomes bottleneck, decrease the number of sireams 22 + The number of control epochs required increases with congestion (by
+The non-negative functon fx,... is the transfer performance metric, ypically throughput, at ime t, or the «No significant change in throughput, do not change the number of H ~ default, the controller starts with 1 stream, it needs K control epochs to
parameter configuration x streams. 1= reach the best value)
) ) 22
Dynamic Tuning Tmpact of external Ioad on observed £
“The network congestion and source-destination bottlenecks can vary with time because of other transfers/ nse—1+1, if nse—1 =nsc—z and |Aq| > € 84 ol sveams Our studies show that results show sdlgnmcant
workloads can share the same resources . ET . e . T o0 e 24 @8 16-a- 32 ° thr I under various
+Maximum achievable throughput will change over time nse—1+ 1, if nsc—1 # nsc—2 and d. > € 100 200 300 400 cangestlon conditions
+To take into account this dynamism, solution to the problem consists in maximizing throughput for every t NSery — 1, if mSe_y # nSe_g and 6o < — control epochs
between T, and Tong ? .
NSe—1, otherwise 28
SRC DST where, H Future work
S * Al - Rapid ion of similar to H-TCP
Je—1(nse—1,++) = fe-a(nse—2,--+) 3o - Wide area transfer studies- Dedlcated such as ESNET and non-dedicated networks
£8
I . = + Including other tuning parameters
e=2{MSe-2 « Disk to disk transfer and other potential parameters
“Wide area network consists of sources and destinations connected together via links and routers trans ther p paran .
«All of the sources operates TCP-like congestion control algorithm and + Implementation in production tools - Congestion and bottleneck analysis
+The links and queues along a network path form a ‘pipe’ that contain packets in flight
+TCP congestion control is achieved by dynamically adapting the window size according to an additive- o
increase multiplicative-decrease scheme. o= —— 0 100 200 300 400 500 W Ba6, V-W Warg ard VT TGP CUBTC T GiobaT HTOTEEE: pages 76 TEEE 2070
. . . NSl — NS {211 Fostr 15, Spnger, 2005
+Source probes the network for spare capacity for additional bandwidth and back-off the NSe—1 — NSe—2 arallel streams 1S Y S e 1003,
number of packets transmitted when congestion is detected Lo e s pages 10-5p. EEE, 1353
o1 Katmom, & Vardoyah, & In Cuser 14 14tn IEEEIACH
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