NEW OPTIMIZATION METHODS
ROOTED IN BIOLOGY AND PHYSICS

Traditional optimization methods are broadly applicable. However, during the past decade, considerable attention has been paid to new methods that are rooted in fundamental paradigms of biology and physics, and have evolved specifically in relation to these subjects.

Three primary examples are methods based on simulated annealing, genetic crossover and neural networks. They have significant overlap and exhibit some or all of the following characteristics that distinguish them from more traditional global optimization approaches:

- randomization techniques are employed in an essential way.
- optimization problems involving objective functions (potential surfaces) that are nonsmooth with numerous local minima are amenable to solution by virtue of their possessing an underlying statistical structure.
- parallelism arises inherently within the procedures.
- the requirement of monotonicity of objective functions values at successive iterates is not imposed.
- the methods are especially relevant for combinatorial (discrete) optimization, but can be formulated to handle continuous optimization problems as well.

A brilliant and eloquent book entitled *The Origins of Order: Self-Organization and Selection in Evolution*, Oxford University Press, 1993, by Stuart Kauffman (University of Pennsylvania and the Santa Fe Institute), in particular, Chapters 2 and 3, offers some fascinating insights into the relative merits of the above methods. Its broader content will also be of interest to the optimization community because, after all, evolution presents the ultimate example of a complex optimization problem.

Kauffman introduces the \( NK \) model for describing selective evolution, for example, of RNA molecules or proteins for a well-defined fitness property, say the ability to catalyze a specific reaction. \( N \) refers to the number of parts in the system, for instance, gene loci in a genotype or amino acids in a protein. Each part (gene locus) has say 2 candidates (alleles), i.e., the total number of genotypes is \( 2^N \), and mutation takes one genotype to another. (For example, each genotype has \( N \) one-allele mutant neighbours.) Each part makes a fitness contribution which depends on the allele at that part and the alleles at upto \( K \leq N - 1 \) other parts among the \( N \), i.e., \( K \) reflects the ‘epistatic interactions’ among the components. A method is proposed for assigning a ‘fitness’ to a genotype and the objective is to maximize fitness. As the main parameters are altered, the model generates a family of ‘fitness landscapes’ with a very interesting underlying statistical structure. This structure is studied in detail. The landscapes can vary from relatively smooth with highly correlated fitness values, through increasingly rugged and multipeaked (perhaps in self-similar form), to maximally rugged with completely uncorrelated fitness values.

The \( NK \) model is closely related to an important class of models in statistical physics, called *spin-glasses*. A spin glass is characterized by particles with spin, either up or down, in mixture of attractive and repulsive interactions. A particular spin configuration has a total energy given by a Hamiltonian and the energy landscape it defines has many local minima owing to the mixture of interactions. (the latter description is taken from another important recent book, *The Computational Brain*, MIT Press, 1992, by P. Churchland and T. Sejnowski of UC-San Diego and the Salk Institute). The range of states or spin configurations explored by a spin-glass is a function of its temperature and is given, at equilibrium, by the ‘Boltzmann distribution’. At high temperature the physical system is not trapped by local potential barriers (minima). At low temperature the system spends most of its time confined to deep potential wells.

*Simulated annealing*, developed by Kirkpatrick, Gelatt and Vecchi, originated in spin-glass physics and the 1953 Metropolis algorithm for simulating behaviour of a many-body system. It mimics a spin-glass by gradually lowering the analogue of temperature appropriate to the optimization model under consideration, whose cost function represents ‘spin-glass energy’. In effect, the use of high ‘temperature’ smooths out the ‘energy’ landscape. As temperature is lowered, the landscape becomes progressively more rugged. If lowered too fast, the system like its physical counterpart can become trapped in a local minimum. However, if temperature is lowered slowly (the annealing schedule), a very good local energy minimum will usually be discovered. Kaufmann notes that annealing is a powerful strategy, but it only works well in landscapes in which deep energy wells also drain wide basins. It does not work well on either a random landscape or a ‘golf course’ potential (p.112).
Kaufmann further observes that there are profound similarities between the behaviour of a spin-glass physical system in a complex potential surface at a finite temperature and an adapting population on a rugged fitness landscape at a finite mutation rate (p. 43). The analogue of simulated annealing in population flow on rugged landscapes is to begin with a high mutation rate and gradually lower it. The search behaviour of a ‘nearly melted’ population may mimic important aspects of simulated annealing (p.112). However, he also says it is unlikely that the precise analogue of simulated annealing (tuning of mutation rate) plays a role in actual population search on a rugged fitness landscape.

Genetic recombination coupled with mutation is, of course, nature’s search strategy of choice, and it provides the motivation for the genetic algorithm pioneered by Holland. The $NK$ model also offers insight into the effectiveness of this algorithmic approach to optimization. In particular, Kaufmann observes that recombination is useless on uncorrelated landscapes, but can be effective under two conditions (1) when the high peaks are near one another and hence carry mutual information about their joint locations in genotype space and (2) when parts of the evolving system are quasi-independent of one another ($K << N$), and hence can be interchanged with modest chances that the recombined system has the advantages of both parents (p.95). He describes an interesting numerical experiment that illustrates this point (p.115).

Finally, it is interesting to note that spin-glasses also provided the analogies on which Hopfield was able to draw for his pioneering work on neural networks (spins represent neurons and their interactions represent synaptic strengths). The learning algorithms in neural network models are based on optimizing a cost function similar to a spin-glass Hamiltonian that can be visualized as a rugged fitness landscape. The two references mentioned above offer some interesting insights into this area as well. What is more, Kaufmann also discusses the promise of ‘applied molecular evolution’ (p.156-170), which has bearing on the recent breakthrough involving DNA computing with potentially major implications for optimization.

The foregoing paragraphs, quotations in the main, give only the merest glimpse into these important and currently esoteric optimization techniques. The two books and their extensive bibliographies will serve to draw the interested reader into the huge research literature on the subject.

**CHAIRMAN’S COLUMN**

by Jorge J. Moré

The votes are in, and apparently Chicago politics is alive and well because the new chair has strong connections to Chicago. The new members of the board are

Jorge Moré, Chair
more@mcs.anl.gov

Tim Kelley, Vice Chair
tim.kelley@ncsu.edu

Ekkehard Sachs, Secretary/Treasurer
sachs@uni-trier.de

Philip Gill, Program Director
pgill@ucsd.edu

I have not given s-mail addresses because nowadays they are almost unnecessary. If needed, they can be found in the SIAG/OPT membership directory.

Before plunging ahead with our plans for the future, I want to thank the previous board for their work. As a member said, *This is a first rate organization, and I really appreciate the work of the officers.* Andy Conn served as chair; he also served as vice-chair for the previous two terms. Tim Kelley was the vice-chair, and we are fortunate that he will be serving this term also. He will provide much needed continuity and sanity. Jorge Nocedal served as secretary/treasurer. One of these days I will have to find out what Andy Conn meant by saying that “thanks to him we have no secrets and no money”. David Gay, as program director, completed the board.

The first order of business is the SIAG/OPT prize. This prize is given to the best paper in optimization that has appeared in a peer-reviewed journal during the four years preceding the SIAM conference on optimization. As you know, the SIAM conference on optimization will be held May 20–22, 1996, in British Columbia, Canada, so we are looking for papers published in 1991–1995. Tim Kelley, the chair of the selection committee, will be issuing a call for nominations later on in this year, so start thinking of appropriate nominations. This requires some work on your part (a written justification and a citation not exceeding 25 words), but these awards bring recognition to researchers in our field.

What else does the SIAG/OPT do? Our purpose is to foster the development of theory, algorithms, and software for optimization, and the use of this technology in scientific and industrial applications. We organize the SIAM Optimization meeting and also minisymposia at other SIAM meetings.

I expect that the SIAG/OPT will sponsor and promote several workshops during the next three years. Ekkehard
Sachs has already expressed interested in organizing a workshop in Europe. We will keep you informed.

We also publish the Views and News newsletter. Larry Nazareth has been doing an outstanding job as editor, and his efforts have led to a classy publication. I always read it and find items of interest. We should be proud of this newsletter.

What else do we want to do? In my ballot statement I proposed several projects. Here is my original ballot statement:

The SIAG on Optimization should foster the development of optimization theory, algorithms, and software in areas of scientific and economic interest. We can do this by being aware of interesting optimization problems that arise in the applications areas and by making our work more accessible to other disciplines. The SIAM Conference on Optimization and the SIAG/OPT newsletter (Views and News) can be used to promote these issues. Sponsoring, organizing, and attending smaller, focused workshops is another way to address these issues. We could also set up an electronic newsletter (small, informal, not-too-frequent, moderated) for optimization problems in application areas, or a World Wide Web server on interesting optimization problems. A purpose of the server would be to collect stories (1–3 pages) on successful uses of optimization in applications.

Is there any interest in the server or the electronic newsletter?

The Web server would not be difficult to do, and it could be used to attract attention to optimization success stories. Research budgets are being decreased, and any information that would show how optimization technology (theory, algorithms, and software) benefits other areas would be helpful to program managers. Some of these success stories have appeared in SIAM News, but we could use more, and gathered in one place. If there is interest in this, we may even be able to get SIAM to do it.

The creation of another electronic newsletter or mailing list is more controversial. There are already several newsletters, newsgroups, and Web pages related to optimization. I receive and read the

opt-net newsletter. This newsletter can also be accessed via the Web at

http://moa.math.nat.tu-bs.de/opt-net

The na-net newsletter and the associated Web page

http://www.netlib.org/na-net

is also of interest. The newsgroups

sci.op-research

sci.math.num-analysis

are another source of information. The Web page


has information on the INFORMS (Institute for Operations Research and Management Science), and

http://silmaril.smeal.psu.edu/pol.html

is the information service of INFORMS. In particular, this service has pointers to the linear programming and nonlinear programming FAQ (frequently asked questions) maintained by John Gregory.

I do not claim that the above provides a complete list of all the Web pages of general interest to optimizers. I would be interested in hearing of additional sources of information available on the Web.

Given all this material, is there a need for either the electronic newsletter or the Web page? Let me know what you think.

---

FORUM ESSAYS

---

OPTIMIZATION IN MACHINE LEARNING
by O. L. Mangasarian

1. INTRODUCTION

Optimization has played a significant role in training neural networks [23]. This has resulted in a number of efficient algorithms [22,3,5,29,31] and practical applications in medical diagnosis and prognosis [34,35,27]. Other applications of neural networks abound [12,30,18,13].

In this article, we focus on a number of problems of machine learning and pose them as optimization problems. Effective methods for solving these problems are also briefly described. For more details, the reader is referred to the extensive bibliography, in particular, [3,4,23]. Hopefully this work will point to further applications of optimization to the burgeoning field of machine learning.

2. MISCLASSIFICATION MINIMIZATION

A fundamental problem of machine learning is to construct (train) a classifier to distinguish between two or more disjoint point sets in an n-dimensional real space. A key factor in determining the classifier is the measure of
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error used in constructing the classifier. We shall propose two error measures: one will merely count the number of misclassified points, while the other will measure the average distance of misclassified points from a separating plane. We will show that the first leads to an LPEC (linear program with equilibrium constraints) [24,20] while the second leads to a single linear program [21,4]. However, the problem of minimizing the number of misclassified points turns out to be NP-complete [11,17], but we shall indicate effective approaches [24,2] that render it more tractable.

For the sake of simplicity, we shall limit ourselves to discriminating between two sets, although optimization models apply readily to multicategory discrimination [6,7]. Let \( A \) and \( B \) be two disjoint point sets in \( \mathbb{R}^m \) with cardinalities \( m \) and \( k \) respectively. Let the \( m \) points of \( A \) be represented by the \( m \times p \) matrix \( A \), while the \( k \) points of \( B \) be represented by the \( k \times p \) matrix \( B \). The integer \( p \) represents the dimensionality of the real space \( \mathbb{R}^p \) into which the points of \( A \) and \( B \) are mapped by \( F : \mathbb{R}^n \rightarrow \mathbb{R}^p \), before their separation is attempted. In the simplest model \( p = n \) and \( F \) is the identity map. However, more complex separation, say by quadratic surfaces [21], can be effected if one resorts to more general maps. (Note that complex separation, like fitting with high degree polynomials, is not always desirable, since it may lead to merely "memorizing" the training set.) The simplest and one of the most effective classifiers in \( \mathbb{R}^p \) is the plane

\[
zw = \theta
\]

(1)

where \( w \in \mathbb{R}^p \) is the normal to the plane, \( \| \theta \| / \| w \|_2 \) is the distance of the plane to the origin in \( \mathbb{R}^p \), \( x \in \mathbb{R}^p \) is a point belonging to \( F(A) \) or \( F(B) \), and \( \| \cdot \|_2 \) denotes the 2-norm. The problem of training a linear classifier consists then of determining \( (w, \theta) \in \mathbb{R}^{p+1} \) so as to minimize the error criterion chosen. We note immediately that if the sets \( F(A) \) and \( F(B) \) are strictly linearly separable in \( \mathbb{R}^p \), then there exist \( (w, \theta) \in \mathbb{R}^{p+1} \) such that

\[
Aw \geq \theta + e \quad Bw \leq \theta - e
\]

(2)

where \( e \) is a vector of ones of appropriate dimension. Since, in general (2) is not satisfiable, we attempt its approximate satisfaction by minimizing the chosen error criterion.

2.1 Number of Misclassified Points

Let \( s : \mathbb{R} \rightarrow \{0, 1\} \) determine the step function that maps nonpositive numbers into \( \{0\} \) and positive numbers into \( \{1\} \). When applied to a vector \( z \in \mathbb{R}^p \), \( s \) returns a vector of zeros and ones in \( \mathbb{R}^p \), corresponding respectively to nonpositive and positive components \( z_i, i = 1, \ldots, p \), of \( z \). The problem of minimizing the number of misclassified points then reduces to the following unconstrained minimization problem of a discontinuous function:

\[
\min_{(w, \theta) \in \mathbb{R}^{p+1}} \|s(-Aw + \theta + e)\|
+ \|s(Bw - \theta + e)\|
\]

(3)

where \( \| \cdot \| \) denotes some arbitrary, but fixed norm, on \( \mathbb{R}^m \) or \( \mathbb{R}^k \). The sets \( F(A) \) and \( F(B) \) are linearly separable in \( \mathbb{R}^p \), if and only if the minimum of (3) is zero, and no points are misclassified, otherwise the minimum of (3) "counts" the number of misclassified points if the 1-norm is used. In [24] it was shown that (3) with the 1-norm is equivalent to the following LPEC:

\[
\begin{align*}
\text{minimize} & \quad er + es \\
\text{subject to} & \quad u + Aw - \theta - e \geq 0 \\
& \quad r \geq 0 \\
& \quad r(u + Aw - \theta - e) = 0 \\
& \quad -r + e \geq 0 \\
& \quad u \geq 0 \\
& \quad u(-r + e) = 0 \\
& \quad v - Bw + \theta - e \geq 0 \\
& \quad s \geq 0 \\
& \quad s(v - Bw + \theta - e) = 0 \\
& \quad -s + e \geq 0 \\
& \quad v \geq 0 \\
& \quad v(-s + e) = 0
\end{align*}
\]

(4)

It turns out that problem (4) is extremely difficult to solve. In fact, almost every point \( (w, \theta) \in \mathbb{R}^{p+1} \) is a stationary point, since a small perturbation of a plane \( zw = \theta \) in \( \mathbb{R}^p \) that does not contain points of either \( F(A) \) or \( F(B) \) will not change the number of misclassified points. In order to circumvent this difficulty, a parametric implicitly exact penalty function was proposed for solving (4) in [24] and implemented successfully in [2] by an approach that also identifies outlying misclassified points. A fast hybrid algorithm for approximately solving the misclassification minimization problem is also given in [11].

Another approach to solving (3) is by utilizing the highly effective smoothing technique [9,10] that has been used to solve many mathematical programs and related problems. In this approach, the step function \( s(\zeta) \) is replaced by the classical sigmoid function of neural networks [18]:

\[
s(\zeta) \equiv \sigma(\zeta, \alpha) := \frac{1}{1 + e^{-\alpha \zeta}}
\]

(5)

where \( \alpha \) is a positive real number that approaches \(+\infty\) for more accurate representation of the step function. With this approximation, the unconstrained discontinuous minimization problem is reduced to an unconstrained continuous optimization problem, that is however nonconvex. By letting \( \alpha \) grow judiciously, effective computational schemes for tackling the NP-complete problem can
be utilized. An important application of the misclassification error (3), is its use in constructing the more complex nonlinear neural network classifier of Section 3 below.

2.2 Average Distance of Misclassifications from Separating Plane

As early as 1964 [8,21], the distance of misclassified points from a separating plane was utilized to generate a linear programming problem for obtaining a separating plane (1) that approximately satisfied (2) by minimizing some measure of distance of misclassified points from the plane (1). Unfortunately, all these attempts [22,16,15] contained ad hoc ways for excluding the null solution \( w = 0 \) that plagued a linear programming formulation for linearly inseparable sets. However, the robust model proposed in [4], which consists of minimizing the average of the \( 1 \)-norm of the distances of misclassified points from the separating plane, completely overcame this difficulty. The linear program [4] proposed is this:

\[
\text{minimize} \quad \frac{2w}{m} + \frac{e}{k} \\
\quad Aw + y \geq e\theta + e \\
\quad Bw - z \geq e\theta - e \\
\quad y, z \geq 0
\]

(6)

The key property of (6) is that it gives the null solution \( w = 0 \) if and only if \( \frac{eA}{m} = \frac{eB}{k} \), in which case \( w = 0 \) is guaranteed to be not unique. Computationally, the LP (6) is very robust, rarely giving rise to the null solution, even in contrived examples where \( \frac{eA}{m} \neq \frac{eB}{k} \). In the parlance of machine learning [18], the separating plane (1) is referred to as a “perceptron”, “linear threshold unit” or simply “unit”, with threshold \( \theta \) and incoming arc weight \( w \). This is in analogy to a human neuron which fires if the input \( x \in R^p \), scalar-multiplied by the weight \( w \in R^p \), exceeds the threshold \( \theta \).

3. NEURAL NETWORKS AS POLYHEDRAL REGIONS

A neural network can be defined as a generalization of a separating plane in \( R^p \), and can be thought of as a nonlinear map: \( R^p \rightarrow \{0, 1\} \). One intuitive way to generate such a map is to divide \( R^p \) into various polyhedral regions, each of which containing elements of \( F(A) \) or \( F(B) \) only. In its general form, this problem is again an extremely difficult and nonconvex problem. However, greedy sequential constructions of the planes determining the various polyhedral regions [22,25,1] have been quite successful in obtaining very effective algorithms for training neural networks much faster than the classical online (that is training on one point at a time) backpropagation (BP) gradient algorithm [32,18,26]. Online BP is often erroneously referred to as a descent algorithm, which it is not.

In this section of the paper we relate the polyhedral regions into which \( R^p \) is divided, to a neural network with one hidden layer of linear threshold units. It turns out that every such neural network can be related to a partitioning of \( R^p \) into polyhedral regions, but not the converse. However, any two disjoint point sets in \( R^p \) can be discriminated between by some polyhedral partition that corresponds to a neural network with one hidden layer with a sufficient number of hidden units [19,25].

We describe now precisely when a specific partition of \( R^p \) by \( h \) separating planes

\[
zw^i = \theta^i, \quad i = 1, \ldots, h,
\]

(7)

corresponds to a neural network with \( h \) hidden units. The \( h \) separating planes (7) divide \( R^p \) into at most \( t \) polyhedral regions, where [14]

\[
t := \sum_{i=0}^{p} \binom{h}{i}.
\]

(8)

We shall assume that \( F(A) \) and \( F(B) \) are contained in the interiors of two mutually exclusive subsets of these regions. Each of these polyhedral regions can be mapped uniquely into a vertex of the unit cube in \( R^h \),

\[
\{z|x \in R^h, 0 \leq z \leq e\}
\]

(9)

by using the map:

\[
s(zw^i - \theta^i), \quad i = 1, \ldots, h
\]

(10)

where \( s \) is the step function defined earlier, and \( x \) is a point in \( R^p \) belonging to some polyhedral region. If the \( r \) polyhedral regions of \( R^p \) constructed by the \( h \) planes (7) are such that vertices of the cube (9) corresponding to points in \( A \), are linearly separable in \( R^h \) from the vertices of (9) corresponding to points in \( B \) by a plane

\[
zw = \tau,
\]

(11)

then the polyhedral partition of \( R^p \) corresponds to a neural network with \( h \) hidden linear threshold units (with thresholds \( \theta^i \), incoming arc weights \( w^i \), \( i = 1, \ldots, h \) and output linear threshold unit (with threshold \( \tau \) and incoming arc weights \( v \), \( i = 1, \ldots, h \) [23]). This condition is necessary and sufficient for the polyhedral partition of \( R^p \) in order for it to correspond to a neural network with one layer of hidden units. For more detail and graphical depiction of the neural network, see [23]. "Training" a neural network consists of determining \( (w^i, \theta^i) \in R^{p+1}, i = 1, \ldots, h, (v, \tau) \in R^{h+1}, \) such that the following non-
linear inequalities are satisfied as best as possible:
\[
\sum_{i=1}^{h} s(Aw_i^t - e\theta_i)v_i \geq \epsilon r + \epsilon \\
\sum_{i=1}^{h} s(Bw_i^t - e\theta_i)v_i \leq \epsilon r - \epsilon
\]
(12)

This can be achieved by minimizing the number of misclassified points in \(\mathbb{R}^{h}\) by solving the following unconstrained minimization problem
\[
\min_{\omega^t, \theta^t, v, \epsilon} ||s(- \sum_{i=1}^{h} s(Aw_i^t - e\theta_i)v_i + e\epsilon + \epsilon)|| \\
+ ||s(\sum_{i=1}^{h} s(Bw_i^t - e\theta_i)v_i - e\epsilon + \epsilon)||
\]
where the norm is some arbitrary norm. If the square of the 2-norm is used in (13) instead of the 1-norm, and if the step function \(s\) is replaced by the sigmoid function in (13), we obtain an error function similar to the error function that BP attempts to find a stationary point for, and for which a convergence proof is given in [26], and stability analysis in [33]. We note that the classical exclusive-or (XOR) example [28] for which \(F\) is the identity map and
\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}
\]
gives a zero minimum for (13) with the following solution:
\[
(w^1, \theta^1) = ((2 - 2), 1), \quad (w^2, \theta^2) = ((-2, 2), 1) \\
(\nu, \epsilon) = ((2, 2), 1)
\]
(14)

It is interesting to note that the same solution for the XOR example is given by the greedy multisurface method tree (MSMT) [1]. MSMT attempts to separate as many points of \(A\) and \(B\) as possible by a first plane obtained by solving (6), and then repeats the process for each of the ensuing halfspaces, until adequate separation is obtained. For this example, the first plane obtained [4] is \((w^1, \theta^1) = ((2 - 2), 1)\), which separates \((1, 0)\) from \((0, 0), (0, 1), (1, 1))\). The second plane obtained is \((w^2, \theta^2) = ((-2 - 2), 1)\), separates \((0, 1)\) from \((0, 0), (1, 1))\), and the separation is complete between \(A\) and \(B\). These planes correspond to a neural network that gives a zero minimum to (13), which of course is not always the case. However, MSMT frequently gives better solutions than those generated by BP and is much faster than BP.
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PATTERN SEARCH METHODS FOR NONLINEAR OPTIMIZATION

by Virginia Torczon
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1. INTRODUCTION

In 1961, Hooke and Jeeves [8] coined the term direct search

... to describe sequential examination of trial solutions involving comparison of each trial solution with the "best" obtained up to that time together with a strategy for determining (as a function of earlier results) what the next trial solution will be.
In the intervening years, the term direct search has come to refer to any method that does not use derivatives or approximations of derivatives to solve the problem

$$\min_x f(x),$$

where $x \in \mathbb{R}^n$ and $f : \mathbb{R}^n \rightarrow \mathbb{R}$. Instead the search is directed using only function values. Thus direct search properly includes such disparate methods as the pattern search method proposed by Hooke and Jeeves [8], the wildly popular genetic algorithms [7], the Nelder-Mead simplex method [11] (a Science Citation Classic), and random search methods [2].

Few of the direct search methods were conceived with any sort of convergence analysis in mind. Notable exceptions include the conjugate directions method proposed by Powell [15,25] and the class of deformed configuration methods proposed by Rykoff and his colleagues [18,17,19,9].

However, recent work [23] shows that a significant subset of the direct search algorithms—a class we call pattern search methods in deference to Hooke and Jeeves—share a structure that makes a unified convergence analysis possible for the algorithms as originally conceived. The surprising conclusion of this analysis is that global convergence results comparable to those for line search [12] and trust region [10] globalization strategies are possible, even though gradient information is neither explicitly calculated nor approximated.

The key to the convergence analysis is that we are able to relax the conditions on accepting a step by placing stronger conditions on the step itself.

2. GENERALIZED PATTERN SEARCH

Pattern search methods follow the general form of most optimization methods: given an initial guess at a solution $x_0$ and an initial choice of a step length parameter $\Delta_0 > 0$, a weaker condition is possible because we require that the step be defined by $\Delta_k$ and the pattern $P_k$ and we place certain mild conditions on both the Exploratory Moves and the way in which we update $\Delta_k$ to guarantee global convergence. We do not need any derivative information because we do not need to enforce the classical sufficient decrease conditions, such as the Armijo-Goldstein-Wolfe conditions used for line search methods or the fraction of Cauchy decrease or fraction of optimal decrease conditions used for trust region methods.

A pattern $P_k$ is defined by two components, a real nonsingular basis matrix $B \in \mathbb{R}^{n \times n}$ and an integer generating matrix $C_k \in \mathbb{Z}^{n \times p}$, where $p > 2n$. In addition, the columns of $C_k$ must contain a core pattern represented by $M_k \in \mathbb{M} \subset \mathbb{Z}^{n \times n}$ and its negative $-M_k$, where $\mathbb{M}$ is a finite set of nonsingular matrices (thus ensuring that $C_k$ has full row rank).

A pattern $P_k$ is then defined by the columns of the matrix $P_k = BC_k$. Since both $B$ and $C_k$ have rank $n$, the columns of $P_k$ span $\mathbb{R}^n$. The steps are of the form $s_k = \Delta_k BC_k$, where $c_k \in C_k$. (We adopt this convenient abuse of notation to indicate that $c_k$ is a column of $C_k$.)

We require that the Exploratory Moves satisfy two hypotheses:

HYPOTHESES ON EXPLORATORY MOVES.

1. $s_k \in \Delta_k P_k \equiv \Delta_k BC_k$.
2. If $\min \{f(x_k + y), y \in \Delta_k B[M_k, -M_k] \} < f(x_k)$, then $f(x_k + s_k) < f(x_k)$.

The second hypothesis is more interesting. It suggests that if descent can be found for any one of the $2n$ steps defined by the core pattern, then the Exploratory Moves must return a step that gives simple decrease. There is no requirement that such a step must be defined by the core pattern, nor that all $2n$ steps defined by the core pattern must be evaluated, or even that the step returned gives the greatest decrease possible.

Thus, a legitimate Exploratory Moves algorithm would be one that somehow "guesses" which of the steps defined by $\Delta_k P_k$ will produce simple decrease and then evaluates only that single step. At the other extreme, a legitimate Exploratory Moves algorithm would be one that evaluates all $p$ steps defined by $\Delta_k P_k$ and returns the step that produced the least function value.

The core pattern guarantees that at least one of the $2n$ directions defined by the columns of $[M_k, -M_k]$ is a descent direction when $\nabla f(x_k) \neq 0$. Thus the Exploratory Moves algorithm must contain a safeguard to ensure that these $2n$ directions are polled if the other strategies employed do not produce a step that gives simple decrease on $f(x_k)$.

ALGORITHM 1. General Pattern Search

For $k = 0, 1, \ldots$

a) Check for convergence.

b) Compute $f(x_k)$.

c) Determine a step $s_k$ using Exploratory Moves($\Delta_k, P_k$).

d) If $f(x_k) > f(x_k + s_k)$, then $x_{k+1} = x_k + s_k$. Otherwise $x_{k+1} = x_k$.

e) Update($\Delta_k, P_k$).

Pattern search methods only require simple, as opposed to sufficient, decrease on the objective function. This
To finish our specification we give a simplification of the technique for updating the step length control parameter $\Delta_k$. (For a full specification of the update procedures for both $\Delta_k$ and $P_k = BC_k$, see [23].)

**Algorithm 2.** (Simplified) Update for $\Delta_k$. Given $\tau = 2, \theta = \tau^{-1}$ and $\lambda_k \in \{\tau^0, \tau^1\}$.

a) If $f(x_k + s_k) < f(x_k)$, then $\Delta_{k+1} = \lambda_k \Delta_k$.

b) Otherwise, $\Delta_{k+1} = \theta \Delta_k$.

Here $\Delta_k$ may be reduced if and only if simple decrease has not been realized.

The general specification for pattern search methods is rich enough to capture a variety of direct search algorithms. These include coordinate search with fixed step lengths (Davidon [4] describes its use by Fermi and Metropolis to set phase shift parameters), the evolutionary operations algorithm of G.E.P. Box [1], the pattern search method of Hooke and Jeeves [8], and the multidirectional search algorithm of Dennis and Torczon [6,21].

The general specification also leads to global convergence results. The goal of the next section is to show that pattern search methods are as robust as their proponents have long claimed and to demonstrate that the convergence analysis is comparable to that for line search and global trust region strategies.

3. ANALYSIS

Critical to proving global convergence of pattern search methods is recognizing the algebraic structure of the iterates, a structure that is independent of the function to be optimized. This leads to the following theorem.

**Theorem 1:** Any iterate $x_N$ produced by a general pattern search (Algorithm 1) can be expressed in the following form:

$$x_N = x_0 + (\beta \tau^{LB} \alpha^{-TB}) \Delta_0 B \sum_{k=0}^{N-1} z_k,$$

where

- $\beta/\alpha \equiv \tau$, with $\alpha, \beta \in \mathbb{N}$ and relatively prime, and $\tau$ is as defined in the algorithm for updating $\Delta_k$ (Algorithm 2),
- $r_{LB}$ and $r_{UB}$ depend on $N$,
- $z_k \in \mathbb{Z}^n$, $k = 0, \ldots, N - 1$.

The import of this theorem is that all the iterates lie on a scaled, translated integer lattice. The basis depends on the initial choice of $\Delta_0$ and the basis matrix $B$, the translation depends on the initial choice of $x_0$, and the scaling is based solely on the sequence of updates that have been applied to $\Delta_k$, for $k = 0, \ldots, N - 1$. (See [23] for a proof.)

With this theorem in hand, it is then possible to prove the following theorem regarding the global convergence behavior of pattern search methods.

**Theorem 2:** Assume that $L(x_0) = \{x : f(x) \leq f(x_0)\}$ is compact and that $f : \mathbb{R}^n \to \mathbb{R}$ is continuously differentiable on $L(x_0)$. Then for the sequence of iterates $\{x_k\}$ produced by the general pattern search (Algorithm 1),

$$\liminf_{k \to +\infty} \|\nabla f(x_k)\| = 0.$$

There are three key points to the proof [23]. First, it is straightforward to show that pattern search methods are descent methods. Second, it is possible to prove that pattern search methods are gradient-related methods (as defined in [13]). The third and final part of the argument involves a proof by contradiction to show that the algorithm cannot terminate prematurely due to inadequate step length control mechanisms.

The proof that pattern search methods are descent methods uses differentiability, the core pattern, the Hypotheses on the Exploratory Moves and the update rules for $\Delta_k$. The $n$ columns of $BM_k$ form a set that spans $\mathbb{R}^n$ so that if $\nabla f(x_k) \neq 0$, then at least one of the $2n$ directions defined by the columns of $B(M_k, -M_k)$ (the core pattern) must be a descent direction from the current iterate. The Hypotheses on the Exploratory Moves require that in the worst case, if we have not already found a step that produces simple decrease, then we must look at all $2n$ steps defined by $\Delta_k B(M_k, -M_k)$. The update for $\Delta_k$ specifies that $\Delta_k$ must be reduced if the Exploratory Moves failed to produce a step giving simple decrease. Thus we have a backtracking line search along $2n$ search directions, at least one of which is a direction of descent. It is then a simple matter to show that this process must terminate in a finite number of iterations.

To show that pattern search methods are gradient-related methods, we prove that the following holds for any $x \neq 0$:

$$\max \left\{ \frac{\|x^T s_k\|}{\|x\| s_k} \right\} \geq \xi > 0,$$

with

$$\xi = \min_{M \in \mathcal{M}} \left\{ \frac{1}{\kappa(BM) \sqrt{n}} \right\},$$

where $\kappa(BM)$ denotes the condition number of the matrix $BM$. (All norms are the Euclidean vector norms.) Again we make use of the core pattern defined by $B(M_k, -M_k)$, of the fact that $M_k \in \mathcal{M}$ where $\mathcal{M}$ is a finite set, and of the fact that the Hypotheses on Exploratory Moves require that all steps satisfy $x_k \in \Delta_k \mathcal{P}_k$. 

The most delicate part of the analysis involves assuring that the common pathologies that require step length control mechanisms cannot occur because of the structure placed on the choice of iterates for pattern search methods. The problem of steps that are either too long, relative to the amount of decrease realized by the next iterate, or too short, relative to the amount of decrease predicted by the gradient at the current iterate [5], cannot occur. Because the iterates lie on a lattice, which depends on $\Delta_k$, steps of arbitrary lengths along arbitrary search directions are not possible. Thus such pathologies cannot occur. Details of the proof can be found in [23].

Proofs of global convergence for individual pattern search methods have appeared in the literature over the years. The text by Cea [3] contains a proof of convergence for the pattern search method of Hooke and Jeeves while the text by Polak [14] contains a proof of convergence for coordinate search with fixed step length. These two proofs require that the step sizes be monotonic decreasing. Yu Wen-ci [24] gives a unified analysis for a class of direct search techniques, but it requires both that the step sizes be monotonic decreasing and that an “error-controlling” sequence, which plays the role of a sufficient decrease condition, be introduced into the algorithms considered—with no suggestions on how such a sequence could be constructed in practice. As we have demonstrated, neither restriction is necessary to obtain global convergence results for pattern search methods.
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1. INTRODUCTION

When Davidson's variable-metric algorithm [4] was introduced to the optimization community in the early nineteen-sixties by Fletcher and Powell [8] its performance vis-a-vis other methods then popular for minimizing a smooth nonlinear function, say \( f(x) \), \( x \in \mathbb{R}^n \), is described by Powell [13] in a recent historical account as follows: "I tried the method on some examples and the results were stunning".

A significant advantage of the variable-metric (more accurately, metric-based quasi-Newton) algorithm derives from its update of an approximation to the Hessian matrix of second derivatives using gradient vectors at successive widely separated iterates. Thus it only requires first order derivative information. Its proven effectiveness tilted the balance away from Newton's method, which requires potentially expensive Hessian evaluations or estimates obtained by differences; Cauchy's method (steepest descent possibly with diagonal scaling), which uses only first order derivatives and is robust, but usually quite slow; and pattern (and cyclic) search methods, many with P.G. Woodhousian names (Hooke and Jeeves, Nelder and Mead, Rosenbrock), which are derivative-free, require much weaker assumptions on \( f \), are elegant and simple to implement, but usually only work well when \( n \) is small.

Today the balance is tilting back. Newton's method is enjoying a resurgence fueled by automatic differentiation, see Griewank [10]. Parallel computing, along with the need to find global minima of functions with a complex topography (for example, noisy functions), has resurrected pattern search, see Dennis and Torczon [5]. And, of course, Cauchy's method has always remained a useful way to guarantee convergence and is thus a fallback measure.

In the foregoing repertoire of methods, there is an obvious progression. Quasi-Newton algorithms occupy the middle ground between Newton's method and Cauchy's method. Beyond (or beneath) are derivative-free methods, and a natural question arises: Is there also a middle ground between Cauchy's method and derivative-free pattern search? In full generality this question has indeed already been addressed, most notably in the stochastic quasi-gradient algorithms pioneered by Ermoliev (see Ermoliev and Gaivoronski [7] for an overview) with antecedents in the methods of Shor [14] and others. However, these are inherently non-monotonic algorithms designed especially for non-smooth functions and they employ a step-length strategy quite different from the line search used in the usual metric-based gradient-related descent setting. (Another interesting inherently non-monotonic Cauchy algorithm when \( f \) is smooth is that of Barzilai and Borwein [1]).

In contrast, our concern is with inherently monotonic gradient-related algorithms for minimizing differentiable functions with the added feature that the gradient vector at any iterate, say \( x \), is not available directly, or inexpensively via automatic differentiation, and for which the option of taking \( n \) finite-differences of function values at \( x \) (over numerically infinitesimal steps along, for example, the coordinate axes) is prohibitively expensive.

Let us agree that by a metric-based quasi-Cauchy algorithm for minimizing functions of the foregoing type we mean an algorithm that

- develops derivative-related search directions that are inherently directions of descent,
- employs a line search that does not require gradient vectors,
- and utilizes a metric defined by diagonal matrices.

We discuss very simple and specific techniques for each of these three items in the next section. A computational experiment is described in Section 3. Finally, the much broader ramifications of these ideas are outlined in Section 4.

2. A QC ALGORITHM

Let \( D \) be a diagonal matrix with positive diagonal elements. At any point, say \( x \) with gradient vector \( g = \nabla f(x) \), the Cauchy method uses the direction of steepest descent in the metric defined by \( D \), namely, \(-D^{-1}g\).

Now, form instead an approximation \( \bar{g} \) (termed the quasi-gradient) to \( g \) in a "natural" way that ensures that the direction \( d = -D^{-1}\bar{g} \) is a direction of descent. Conduct a line search along \( d \), update \( D \) to a diagonal matrix \( D_d \) so as to incorporate curvature information gathered from the line search, and then repeat the process.

2.1 Descent Direction: Within the foregoing context, the technique for defining search direction at \( x \) will be based on a simple lemma as follows:
Lemma: Let \( E = \{e_1, \ldots, e_k\} \) be a set of non-zero directions at the point \( x \) with gradient vector \( g \), and let \( D \) be a positive definite diagonal matrix. Let \( \bar{g} \) be any non-zero vector that approximates \( g \) in the sense that

\[
\bar{g}^T e_i = g^T e_i, \quad 1 \leq i \leq k. \tag{1}
\]

If \( d \equiv -D^{-1}\bar{g} \) is linearly dependent on \( e_1, \ldots, e_k \) then \( d \) is a direction of descent.

Proof: From (1), \((\bar{g} - g)^T e_i = 0, \ i = 1, \ldots, k\). If \( d \) is linearly dependent on \( e_1, \ldots, e_k \) then \((\bar{g} - g)^T d = 0 \). Thus \( g^T d = -g^T D^{-1}\bar{g} < 0 \). \( \square \)

Take \( 2 \leq k << n \), and group the \( n \) coordinate vectors into mutually exclusive blocks each containing \((k - 1)\) vectors. These say \( K \) blocks are used one at a time in a cyclic sequence. At the current iterate, say \( x \), the directional derivative along each vector in the block that comes up next in the sequence (the 'current block') is estimated by finite differences in the standard way using, for example, an \( O(m a c h e p s^{1/2}) \) step from \( x \) along the vector. In addition, we will see in the next subsection 2.2, the line search along the previous search direction, say \( d_- \), that found the current iterate \( x \), will exit with the directional derivative at \( x \) along \( d_- \), i.e., the quantity \( g^T d_- \). Thus, the set of \( k \) vectors consisting of the \((k - 1)\) vectors in the current block and the vector \( d_- \) will constitute the vectors \( e_1, \ldots, e_k \) of the lemma. These vectors have known directional derivatives at \( x \).

The quantity \( \bar{g} \), termed the quasi-gradient, is then found by solving the low-dimensional linear least squares problem: minimize the euclidean norm of \( \bar{g} \) subject to satisfying the constraints (1). This can be done efficiently (see also subsection 4.1).

Finally, the search direction at \( x \) is defined by \( d = -D^{-1}\bar{g} \). The choice of the matrix \( D \) defining the metric is considered in subsection 2.3. The directional derivative \( g^T d \) along \( d \) is obtained by a finite difference. If this establishes that \( d \) is a direction of descent then proceed to the line search. If not, then the lemma tells us that \( d \) must be linearly independent of the set \( E \). Add \( d \) and and its directional derivative to the set of directions in the lemma that are used to obtain the quasi-gradient i.e., \( k \leftarrow k+1, \ E \leftarrow E \cup \ d \), and repeat the procedure to obtain a new quasi-gradient \( \bar{g} \), search direction \( d = -D^{-1}\bar{g} \) and directional derivative. Obviously it must terminate in a finite number of repetitions with a direction of descent.

Refinements of this basic approach that rely more heavily on the foregoing lemma are outlined in subsection 4.1.

2.2 Line Search: The direction \( d \) and its directional derivative \( g^T d \) are used to initiate a standard line search based, for example, on fitting a cubic polynomial to function and directional derivative information. When the line search defines a fresh point, say \( x_+ \) along the line passing through \( x \) parallel to \( d \) and requires the directional derivative, say \( g^T d \) at \( x_+ \), this information is obtained again by a finite difference operation. The line search is terminated when the Wolfe conditions are satisfied or, more simply, when \( |g^T d|/|g^T d| \leq acc \) where \( acc \in (0, 1) \). These conditions imply \((g^T d - g^T d) > 0 \).

2.3 Diagonal Metric: The metric used to define the search direction \( d \) at \( x \) will be defined by a diagonal matrix, say \( D \), with positive diagonal elements. The line search along \( d = -D^{-1}\bar{g} \) is entered at \( x \) with slope information \( g^T d \) and exits at \( x_+ \) with slope information \( g^T d \). Define \( z = x_+ - x \neq 0, \ y = x_+ - g \) (the vector \( y \) is not available to the algorithm), \( a = s^T D s > 0 \) and \( b = y^T s \) (available by computing \( b = (g^T d - g^T d)/(|s||d|) > 0 \)). Note that \( b > 0 \).

The new curvature information derived from the line search is incorporated into the updated diagonal matrix, say \( D_+ \), that defines the metric at \( x_+ \) in the following way: Let \( M_+ \) be the matrix obtained by updating \( D \) by a matrix of rank one, namely,

\[
M_+ = D + \frac{(b-a)}{a^2} D s s^T D, \tag{2}
\]

and let \( D_+ \) be the diagonal matrix with \( (D_+)^{ii} = (M_+)^{ii}, i = 1, \ldots, n \). This matrix can be computed directly as follows:

\[
(D_+)^{ii} = D^{ii} + \frac{(b-a)}{a^2} s_i^2 D^{ii}.
\]

Note that directional derivative information from the computation of the search direction and from the line search is being fully used, and that only 'hard' information (as contrasted with 'soft' quasi-gradient estimates) is used to update the metric.

The matrix \( M_+ \) satisfies the weak quasi-Newton (secant) relation of Dennis and Wolkowicz [6]

\[
s^T M_+ s = b \equiv y^T s.
\]

Compare with the usual quasi-Newton relation \( M_+ s = y \). Under the foregoing conditions \( a > 0, b > 0 \), it is easy to show that \( M_+ \) defined by (2) is positive definite (see [6]). Thus \( D_+ \) has positive diagonal elements. There is a subtle difference in our usage here, because Dennis and Wolkowicz [6] assume that the vector \( y \) is available (their setting is quasi-Newton) and much of their theoretical development involves updates defined in terms of \( y \) or the quantity \( c = g^T D^{-1} y \). An exception is the update labelled (4.10) in [6], which corresponds to (2) above provided \( b \) is computed from directional derivatives instead of gradients.

Note that the foregoing matrix \( D_+ \) does not in general satisfy the weak secant relation. Much more can be
said about diagonal updating in a quasi-Cauchy setting as outlined in subsection 4.2.

3. COMPUTATIONAL EXPERIMENT

The foregoing algorithm was encoded in Matlab without any frills or fine-tuning, and run with the setting $\text{acc} = 0.5$ in the line search, the choice $(k - 1) = 5$ in the QC method, and again with the choice $(k - 1) = n$ that in effect yielded the Cauchy method (with the diagonal scaling of subsection 2.3). In addition, the cyclic coordinate descent method with a line search was implemented in Matlab for purposes of comparison. The three algorithms were run on a trigonometric function, which is a standard test problem given in More et al [11] using the standard starting point and $n = 30$. (The optimal function value is 0.)

The following table gives function evaluation counts and corresponding function values for the three algorithms, in each case recorded when the count first exceeded 500 and thereafter in approximate multiples of 100 until 1000 was exceeded.

<table>
<thead>
<tr>
<th>Quasi-Cauchy</th>
<th>Cauchy</th>
<th>Cyclic Coord.</th>
</tr>
</thead>
<tbody>
<tr>
<td>507</td>
<td>5.62</td>
<td>502 190.80</td>
</tr>
<tr>
<td>600</td>
<td>3.89</td>
<td>600 121.26</td>
</tr>
<tr>
<td>701</td>
<td>0.051</td>
<td>698 92.04</td>
</tr>
<tr>
<td>806</td>
<td>6.84e-4</td>
<td>796 60.23</td>
</tr>
<tr>
<td>900</td>
<td>4.81e-5</td>
<td>896 39.26</td>
</tr>
<tr>
<td>1003</td>
<td>8.71e-7</td>
<td>1020 29.23</td>
</tr>
</tbody>
</table>

The Matlab program can be sent by e-mail to anyone interested in more detail, and will also serve to provide more complete documentation of the experiment.

Of course “one swallow does not make a summer”. Much more extensive numerical study and comparison with other methods using, for example, the test problems in [11] is needed. Alternatively, one could apply a QC-type technique to a practical problem to determine its effectiveness, and indeed one of the objectives of this article is to seek collaboration on such an application.

We should also mention here the cautionary experience reported in Carter [2] where the number of iterations grows exponentially with a measure of inaccuracy in gradient evaluation, but note also that in [2] function values are inexact, and directional derivative information is not exact (up to truncation error in a finite difference estimate) in any direction.

4. DISCUSSION OF QC METHOD

4.1 Refinements: Strategies involving updating a quasi-gradient over large steps using a non-symmetric Broyden-type update formula is interesting theoretically but did not prove to be effective (the gradient is not constant even on a quadratic, in contrast to the Hessian); neither did updating the metric using quasi-gradients vectors (they are themselves estimates). After winnowing out these options (an exploration facilitated by Matlab), the simpler and more elegant algorithm of Section 3 emerged as more promising, and it can be refined in a variety of ways, some of which are listed below:

1. If very little progress is made in the line search from $\mathbf{z}$ along a direction, say $d_-$, then the set of vectors in the previous block of vectors used at $x_-$ and their associated directional derivatives could be included in the set $e_1, \ldots, e_k$ used at $x$. Clearly this will eventually yield a good approximation to the gradient if performed repeatedly.

2. Additionally or alternatively, the quasi-gradient $\mathbf{g}$ can be chosen to minimize the euclidean norm of $\mathbf{g} - \mathbf{g}_-$, where $\mathbf{g}_-$ is the quasi-gradient estimate at $x_-$. It is easy to construct an example where this could result in a non-descent direction at $x$, bringing the lemma of section 2.1 directly into play.

3. A basis other than the coordinate vectors can be employed. In addition, one or more randomly chosen directions, with directional derivatives estimated by difference along them, could be added to the set used to estimate the quasi-gradient at each iterate. Introducing some randomization into the algorithm could be very useful.

4. A line search along the direction defined by joining iterates at the beginning and end of a full cycle of $K$ blocks, as in some pattern search methods, could be a useful acceleration step.

5. If the set of vectors used to estimate a quasi-gradient at an iterate does not yield a direction of descent and must be augmented then well-known computational linear algebra techniques can be employed to obtain the new quasi-gradient efficiently.

4.2 The QC Relation and Diagonal Updating: Let $M_+$ be the weak secant relation $sM_+s = b$ of [6] with the added restriction that $M_+$ must be diagonal. Henceforth let us write this quasi-Cauchy relation as

$$s^TD_+s = b \equiv (y^T_s - g^T_s).$$

We have noted that the matrix $D_+$ of section 2.3 does not satisfy this QC relation. However, a whole range of variational problems can be formulated where (3) is a constraint that must be satisfied, and they lead to different updates of $D$ to $D_+$, some of which preserve positive definiteness. There are some interesting results concerning the updating of diagonal matrices that can be obtained,
and they may be of practical use in other settings, for example, preconditioning CG algorithms as well as QCG extensions. For those diagonal updates that do not preserve positive definiteness, one might also consider a model-based QC approach (see [12]).

A useful background reference for diagonal updating is Gilbert and Lemarechal [9].

4.3 Unifying Framework: The QC approach broadens, in an attractive way, the Newton/Cauchy framework discussed in [12]. Thus even if the QC method does not prove to be competitive, at the very least it will provide a stepping stone and a natural transition into the subject of derivative-free methods (pattern search, simulated annealing, genetic algorithms, etc.) that deserve a larger role in the optimization curriculum.

The topics discussed in Sections 3 and 4.1-4.3, convergence analysis and connections/contrasts (Gauss-Seidel when the function is quadratic, block cyclic coordinate descent) are currently under investigation and will be described in a technical report at a later date.
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CONFERENCE ON NETWORK OPTIMIZATION PROBLEMS
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The conference is organized by: Michael C. Ferris, University of Wisconsin at Madison (ferris@ca.wisc.edu) and Jong-Shi Pang, The Johns Hopkins University (jsp@vcp.mts.jhu.edu)

The conference will bring together, for the first time, engineers, economists, industrialists, and academicians from the U.S. and abroad who are involved in pure, applied, and/or computational research of complementarity problems, to present and discuss the latest results in this subject, and to offer suggestions for collaborative research and further development of the field.

The conference will last for 4 days, consisting almost entirely of invited presentations. There will be a small number of selective contributed talks and the conference is limited to 100 participants (including the speakers). A refereed volume of proceedings of the conference will be published.

There are three major themes of the conference: engineering applications, economic equilibria, and computational methods. Each theme will be represented by experts in the area.

Contact one of the organizers for further details if you are interested in participating at the conference or in contributing a paper for possible presentation.

CONFERENCE ANNOUNCEMENT: HIGH PERFORMANCE SOFTWARE

A short conference on "High Performance Software for Nonlinear Optimization: Status and Perspectives", will be held from June 22-23, 1995 (following the Workshop in Erice on Nonlinear Optimization), and hosted by Centro di Ricerca per il Calcolo Parallelo e i Supercalcolatori (CPS), a joint research center of the CNR (Consiglio Nazionale delle Ricerche) and the University of Naples "Federico II".

The conference, which will be held in Capri, Italy, will focus on the current state of optimization software, mainly referring to the high performance computing aspects. The presentations will provide an authoritative overview of the field, including its algorithmic developments, current software and applications, and future perspectives. There will be a series of lectures given by invited speakers including: P.Matstoms, J. J. Moré, W. Murray, P.M. Pardalos, M. Resende, P.L. Toint, and S. Zenios. There will also be a selection of contributed papers.

For more information or for registration, send an e-mail message to hpsno@matna2.dma.unina.it or a letter to Prof. Almerico Mulri (Head of the CPS): Universita' di Napoli "Federico II" Dipartimento di Matematica e Applicazioni, Complesso Monte S.Angelo, ed. T, Via Cintia 80126, Napoli. Italy. E-mail: mulri@matna2.dma.unina.it.
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Articles contributed by SIAG/OPT members are always welcome and can take one of two forms:

a) **Views**: short, scholarly, $N^3$ (Not Necessarily Non-controversial) essay-type articles, say 2 to 4 pages long, on any topic in optimization and its interfaces with the sciences, engineering and education. A contribution on methods discussed in the feature article (page 1) for the next issue would be especially appreciated.

b) **News**: brief items for the Bulletin Board Section.

Our first preference is that a contribution take the form of a LaTeX file sent by email to the editor at the address given below. (If possible try it out in two-column format.) However, other forms of input are also acceptable.

The deadline for the next issue is October 1, 1995.

Larry Nazareth, Editor
Department of Pure and Applied Mathematics
Washington State University
Pullman, WA 99164-3113
email: nazareth@alpha.math.wsu.edu
or nazareth@amath.washington.edu