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Documentation for MINPACK subroutine HYBRD1
Double precision version
Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

Purpose.

The purpose of HYBRD1l is to find a zero of a system of N non-
linear functions in N variables by a modification of the Powell
hybrid method. This is done by using the more general nonlinear
equation solver HYBRD. The user must provide a subroutine which

calculates the functions. The Jacobian is then calculated by a
forward-difference approximation.

N U .

SUBROUTINE HYBRD1(FCN,N,X,FVEC, TOL, INFO, WA, LWA)
INTEGER N, INFO,LWA

DOUBLE PRECISION TOL -

DOUBLE PRECISION X(N),FVEC(N),WA(LWA)

EXTERNAL FCN

Parameters.

Parameters designated as input parameters must be specified on
entry to HYBRD1l and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from HYBRDI1.

FCN is the name of the user-supplied subroutine which calculates
the functions. FCN must be declared in an EXTERNAL statement
in the user calling program, and should be written as follows.

SUBROUTINE FCN(N,X,EVEC, IFLAG)
INTEGER N, IFLAG

DOUBLE PRECISION X(N),EVEC(N)
CALCULATE THE FUNCTIONS AT X AND
RETJRN THIS VECTOR IN EVEC.

The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of HYBRDI1. In this case set
IFLAG to a negative integer.
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X is an array of length N. On input X must contain an initial
estimate of the solution vector. On output X contains the
final estimate of the solution vector.

ry

VEC is an output array of length N which contains the functions
evaluated at the output X.

TOL is a nonnegative input variable. Termination occurs when
the algorithm estimates that the relative error between X and
the solution is at most TOL.  Section 4 contains more details
about TOL

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value f IFLAG. See
ollow

o
description of FCN. Otherwise, INFO is set as £ OWS.

INFO = 0 Improper input parameters.

INFO = 1 Algorithm estimates that the relative error between
X and the solution is at most TOL.

INFO = 2 Number of calls to FCN has reached or exceeded
200* (N+1). .

INFO

]
w

TOL is too small. No further improvement in the
approximate solution X is possible.

INFO = 4 Iteration is not making good progress.
Sections 4 and 5 contain more details about INFO.
WA is a work array of length LWA.

LWA is a positive integer input variable not less than
(N* (3*N+13))/2.

4. Successful completion.

The accuracy of HYBRD1 is controlled by the convergence parame=
ter TOL. This parameter is used in a test which makes a compar-
ison between the approximation X and a solution XSOL. HYBRD1
terminates when the test is satisfied. If TOL is less than the
machine precision (as defined by the MINPACK function
DPMPAR(1)), then HYBRD1 only attempts to satisfy the test
defined by the machine precision. Further progress is not usu-
ally possible. Unless high precision solutions are required,
the recommended value for TOL is the square root of the machine
precision.

The test assumes that the functions are reasonably well behaved.
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If this condition is not satisfied, then HYBRD1 may incorrectly

indicate convergence. The validity of the answer can be
checked, for examplel by rerunning HYBRD1 with a tighter toler-
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Convergence test. If ENORM(Z) denotes the Euclidean norm of a
vector Z, then this test attempts to guarantee that

CLOL 4L, LaiTll Ldla = <O SLalalllte

ENORM(X-XSOL) .LE. TOL*ENORM(XSOL).

If this condition is satisfied with TOL = lO**(-K), then the
larger components of X have K significant decimal digits and
INFO is set to 1. There is a danger that the smaller compo-
nents of X may have large relative errors, but the fast rate
of convergence of HYBRD1 usually avoids this possibility.

5. Unsuccessful completion.

Unsuccessful termination of HYBRD1 can be due to improper input
parameters, arithmetic interrupts, an excessive number of func-

+ 5 Aacral 4+ a Are Iinrn +h € 4+ -
tion evaluations, errors in the functions, or lack of good prog

Improper input parameters. INFO is set to 0 if N .LE. O, or
TOL .LT. 0.DO, or LWA .LT. (N*(3*N+13))/2.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by HYBRD1l. In this
case, it may be possible to remedy the situation by not evalu-
ating the functions here, but instead setting the components
of EVEC to numbers that exceed those in the initial FVEC,
thereby indirectly reducing the step length. The step length
can be more directly controlled by using instead HYBRD, which
includes in its calling sequence the step-length- governing
parameter FACTOR.

Excessive number of function evaluations. If the number of
calls to FCN reaches 200*(N+1l), then this indicates that the
routine is converging very slowly as measured by the progress
of EFVEC, and INFO is set to 2. This situation should be unu-
sual because, as indicated below, lack of good progress 1is
usually diagnosed earlier by HYBRD1l, causing termination with
INFO = 4.

Errors in the functions. The choice of step length in the for-
ward-difference approximation to the Jacobian assumes that the
relative errors in the functions are of the order of the
machine precision. If this is not the case, HYBRD1l may fail
(usually with INFO = 4). The user should then use HYBRD
instead, or one of the programs which require the analytic
Jacobian (HYBRJ1l and HYBRJ).
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Lack of good progress. HYBRD1 searches for a zero of the sy
by minimizing the sum of the squares of the functions. 1In so

doing, it can become trapped in a region where the minimum
does not correspond to a zero of the system and, in this situ-
ation, the iteration eventually fails to make good progress.
In particular, this will happen if the system does not have a
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zero. If the system has a zero, rerunning HYBRD1 from a dif-
ferent starting point may be helpful.

6. Characteristics of the algorithm.

HYBRD1 is a modification of the Powell hybrid method. Two of

its main characteristics involve the choice of the correction as

a convex combination of the Newton and scaled gradient direc-

tions, and the updating of the Jacobian by the rank-1 method of

Broyden. The choice of the correction guarantees (under reason-

able conditions) global convergence for starting points far from

the solution and a fast rate of convergence. The Jacobian is
approximated by forward differences at the starting point, but
forward differences are not used again until the rank-1l method
fails to produce satisfactory progress. '

Timing. The time required by HYBRD1l to solve a given problem
depends on N, the behavior of the functions, the accuracy
requested, and the starting point. The number of arithmetic
operations needed by HYBRD1l is about 11.5%(N**2) to process
each call to ECN. Unless FCN can be evaluated quickly, the
timing of HYBRD1 will be strongly influenced by the time spent
in FCN.

_ Storage. HYBRD1 requires (3*N**2 + 17%N)/2 double precision
storage locations, in addition to the storage required by the
program. There are no internally declared storage arrays.

7. Subprograms required.
USER-supplied ...... FCN

MINPACK-supplied ... DOGLEG,DPMPAR,ENORM, FDJAC1,6 HYBRD,
OFORM, QRFAC, R1IMPYQ, R1UPDT

FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT,MINO,6MOD

8. References.
M. J. D. Powell, A Hybrid Method for Nonlinear Equations.

Numerical Methods for Nonlinear Algebraic Egquations,
P. Rabinowitz, editor. Gordon and Breach, 1970.

9. Example.
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DRIVER FOR HYBRD1l EXAMPLE.
DOUBLE PRECISION VERSION

oNeNeNoNONe!

kkkkFEERRFKR
INTEGER J,N, INFO, LWA, NWRITE

NOIIRTE PRECTSTON TOTI, TNORM
LVUDLIL SRLVCLOLVIN LV, SavNvRu

DOUBLE PRECISION X(9),FVEC(9),WA(180)

DOUBLE PRECISION ENORM,DPMPAR

EXTERNAL FCN

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.

DATA NWRITE /6/

Q ao0aQ

N =09

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH SOLUTION.

Q00

DO 10 J =1, 9
X(J) = -1.DO
10 CONTINUE

Q

LWA = 180

SET TOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

[oNONONONQ!

TOL = DSQRT(DPMPAR(1))

Q

CALL HYBRD1(FCN,N,X,FVEC, TOL, INFO, WA, LWA)
FNORM = ENORM(N, FVEC)
WRITE (NWRITE,1000) FENORM, INFO, (X(J),J=1,N)
STOP
1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
* 5X,15H EXIT PARAMETER, 16X,I110 //
* 5X,27H FINAL APPROXIMATE SOLUTION // (5X,3D15.7))

LAST CARD OF DRIVER FOR HYBRD1 EXAMPLE.

(PNONQ]

ZND

SUBROUTINE FCN(N,X,EVEC, IFLAG)
INTEGER N, IFLAG

DOUBLE PRECISION X(N),EVEC(N)
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SURROUTINE EFCN FOR HYBRD1 EXAMPLE.

INTEGER K
DOUBLE PRECISION ONE,TEMP,TEMP1,TEMP2, THREE, TWO, ZERO
DATA ZERO,ONE,TWO,THREE /0.D0,1.DC,2.DC,3.D0/
DO 10 K =1, N
TEMP = (THREE - TWO*X(K))*X(K)

TEMP1 = ZERO
IF (K .NE. 1) TEMP1l = X(K-1)
TEMP2 = ZERO
IF (K .NE. N) TEMP2 = X(K+1)
FVEC(K) = TEMP - TEMP1 - TWO*TEMP2 + ONE
CONTINUE

RETURN

LAST CARD OF SUBROUTINE FCN.

END

Results obtained with different compilers or machines
may be slightly different.

'FINAL L2 NORM OF THE RESIDUALS 0.1192636D-07

EXIT PARAMETER 1
FINAL APPROXIMATE SOLUTION
-0.5706545D+00 -0.6816283D+00 =-0.7017325D+00

-0.7042129D+00 -0.7013690D+00 =-0.6918656D+00
-0.6657920D+00 -0.5960342D+00 -0.4164121D+00

Page 6
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1. Purpose.

The purpose of HYBRD is to find a zero of a system of N non-

linear functions in N variables H\r a modification of the Powell
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hybrid method. The user must prov1de a subroutine which calcu-
lates the functions. The Jacobian is then calculated by a for-

. N )

ward-difference approx1mat10n

2. Subroutine and type statements.

SUBROUTINE HYBRD(FCN,N, X, FVEC, XTOL, MAXFEV,ML, MU, EPSECN, DIAG,

* MODE, FACTOR, NPRINT, INFO,NFEV, FJAC, LDEJAC,

* R,LR,QTF, WAl, WA2 ,WA3,WA4)

INTEGER N, MAXFEV,ML,MU, MODE,NPRINT, INFO,NFEV, LDFJAC, LR

DOUBLE PRECISION XTOL,EPSFCN, FACTOR

DOUBLE PRECISION X(N),FVEC(N),DIAG(N),FJAC(LDFJAC,N),R(LR),QTF(N),
* WAL(N),WA2(N),6WA3(N),WA4(N)

EXTERNAL FCN

3. Parameters.

Parameters designated as input parameters must.be specified on
entry to HYBRD and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from HYBRD.

FCN is the name of the user-supplied subroutine which calculates
the functions. FCN must be declared in an EXTERNAL statement
in the user calling program, and should be written as follows.

SUBROUTINE FECN(N,X,FVEC, IFLAG)
INTEGER N, IFLAG

DOUBLE PRECISION X(N),EVEC(N)
CALCULATE TEE FUNCTIONS AT X AND
RETURN THIS VECTOR IN EVEC.

The value of IFLAG should not be changed by FCN unless the
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user wants to terminate execution of HYBRD. In
IFLAG to a negative integer.

N is a positive integer input variable set to the number of
functions and variables.

3

is an array of length N. On input X must contain an initial
estimate of the solution vector. On output X contains the
final estimate of the solution vector.

FVEC is an output array of length N which contains the functions
evaluated at the output X.

XTOL is a nonnegative input variable. Termination occurs when

2 at+ mpocst
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the relative error between two consecutive 1iterates is at most
XTOL. Therefore, XTOL measures the relative error desired in
the approximate solution. Section 4 contains more details
about XTOL.

MAXFEV is a positive integer input variable. Termination occurs
when the number of calls to ECN is at least MAXFEV by the end
of an iteration.-

ML is a nonnegative integer input variable which specifies the
number of subdiagonals within the band of the Jacobian matrix.
If the Jacobian is not banded, set ML to at least N - 1.

MU is a nonnegative integer input variable which specifies the
number of superdiagonals within the band of the Jacobian
matrix. If the Jacobian is not banded, set MU to at least
N - 1.

EPSFCN is an input variable used in determining a suitable step
for the forward-difference approximation. This approximation
assumes that the relative errors in the functions are of the
order of EPSFCN. If EPSFCN is less than the machine preci-
sion, it is assumed that the relative errors in the functions
are of the order of the machine precision.

DIAG is an array of length N. If MODE = 1 (see below), DIAG is
internally set. If MODE = 2, DIAG must contain positive
entries that serve as multiplicative scale factors for the
variables.

MODE is an integer input variable. If MODE = 1, the variables
will be scaled internally. If MODE = 2, the scaling is speci-
fied by the input DIAG. Other values of MODE are equivalent
to MODE = 1.

FACTOR is a positive input variable used in determining the ini-
tial step bound. This bound is set to the product of FACTOR
and the Euclidean norm of DIAG*X if nonzero, or else to FACTOR
itself. In most cases FACTOR should lie in the interval
(.1,100.). 100. is a generally recommended value.
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NPRINT 1is an ‘nteqer input variable that enables controlled
prlntlng of iterates if it is positive. In this case, FCN i
called with IFLAG = 0 at the beginning of the first iteratio
and every NPRINT iterations thereafter and immediately prior
to return, with X and FVEC available for printing. If NPRINT

is not positive, no special calls of ECN with IFLAG = O are
made. ' '

INFO is an integer output variable. If the user has terminated
avariiti an TINEFO 1c set to +ha Innn:fﬁ?rn\ t'rn'lne ﬁ‘F IFLAG See
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description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper input pé}ameters.

INFO = 1 Relative error between two consecutive iterates 1is
at most XTOL.

INFO = 2 Number of calls to ECN has reached or exceeded
MAXFEV.

INFO = 3 XTOL is too small. No further improvement in the
approximate solution X is possible.

INFO = 4 Iteration is not making good progress, as measured
by the improvement from the last five Jacobian eval-
uations.

INFO = 5 Iteration is not making good progress, as measured

by the improvement from the last ten iterations.
Sections 4 and 5 contain more details about INFO.

NFEV is an.-integer output variable set to the number of calls to
FCN.

FJAC is an output N by N array which contains the orthogonal

matrix Q produced by the QR factorization of the final approx-

imate Jacobian.

LDEJAC is a positive integer input variable not less than N
which specifies the leading dimensicn of the array FJAC.

R is an output array of length LR which contains the upper
triangular matrix produced by the QR factorization of the
final approximate Jacobian, stored rowwise.

LR is a positive integer input variable not less than
(N*(N+1))/2.

QTF is an output array of length N which contains the vector
(@ transpose)*EVEC.

WAl, WA2, WA3, and WA4 are work arrays of length N.
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Successful completion.

T R m~s AT amAatAr

The accuracy of HYBRD is controlled by the convergence parameter
XTOL. This parameter is used in a test which makes a comparison
between the approximation X and a solution XSOL. HYBRD termi-
nates when the test is satisfied. If the convergence parameter
is less than the machine precision (as defined by the MINPACK
function DPMPAR(1)), then HYBRD only attempts to satisfy the
test defined by the machine precision. Further progress is not

usually possible.

The test assumes that the functions are reasonably well behaved.
If this condition is not satisfied, then HYBRD may incorrectly
indicate convergence. The validity of the answer can be
checked, for example, by rerunning HYBRD with a tighter toler-
ance.

Convergence test. If ENORM(Z) denotes the Euclidean norm of a
vector Z and D is the diagonal matrix whose entries are
defined by the array DIAG, then this test attempts to guaran-
tee that

ENORM(D* (X-XSOL)) .LE. XTOL*ENORM(D*XSOL).

If this condition is satisfied with XTOL = 10**(-K), then the
larger components of D*X have K significant decimal .digits and
INFO is set to 1. There is a danger that the smaller compc-
nents of D*X may have large relative errors, but the fast rate
of convergence of HYBRD usually avoids this possibility.
Unless high precision solutions are required, the recommanded
value for XTOL is the square root of the machine precision.

5. Unsuccessful completion.:

Unsuccessful termination of HYBRD can be due to improper input
parameters, arithmetic interrupts, an excessive number of func-
tion evaluations, or lack of good progress.

Improper input parameters. INFO is set to O if N .LE. O, or
XTOL .LT. 0.DO, or MAXFEV .LE. O, or ML .LT. O, or MU .LT. 0,
or FACTOR .LE. 0.DO, or LDFJAC .LT. N, or LR .LT. (N*(N+1))/2.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computaticn, they may
be caused by an unacceptable choice of X by HYBRD. In this
case, it may be possible to remedy the situation by rerunning
OYBRD with a smaller value of FACTOR.

Excessive number of function evaluations. A reasonable value
for MAXFEV is 200%(N+1l). If the number of calls to FCN
reaches MAXFEV, then this indicates that the routine is con-
verging very slowly as measured by the progress of FVEC, and
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Lack of good progress. HYBRD searches for a zero of the system
by minimizing the sum of the squares of the functions. In so
doing, it can become trapped in a region where the minimum
does not correspond to a zero of the system and, in this situ-
ation, the iteration eventually fails to make good progress.
In particular, this will happen if the system does not have a
zero. If the system has a zero, rerunning HYBRD from a dif-

int may be ’ha1ﬁ¢n’l

6. Characteristics of the algorithm.
HYBRD is a modification of the Powell hybrid method. Two of its
main characteristics involve the choice of the correction as a
convex combination of the Newton and scaled gradient directions,
and the updating of the Jacobian by the rank-l method of Broy-
den. The choice of the correction guarantees (under reasonable
conditions) global convergence for starting points far from the
solution and a fast rate of convergence. The Jacobian is
approximated by forward differences at the starting point, but
forward differences are not used again until the rank-1l method
fails to produce satisfactory progress.

Timing. The time required by HYBRD to solve a given problem
depends on N, the behavior of the functions, the accuracy
requested, and the starting point. The number of arithmetic
operations needed by HYBRD is about 11.5%(N**2) to process
each call to FCN. Unless FCN can be evaluated quickly, the
timing of HYBRD will be strongly influenced by the time spent
in FCN.

Storage. HYBRD requires (3*N**2 + 17*N)/2 double precision
storage locations, in addition to the storage required by the
program. There are no internally declared storage arrays.

7. Subprograms reguired.

USER-supplied ...... ECN

MINPACK-supplied ... DOGLEG,DPMPAR, ENORM, FDJAC1,
OFORM, QRFAC, R1IMPYQ, R1UPDT

FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT,MINO,MOD

8. References.

M. J. D. Powell, A Hybrid Method for Nonlinear Equations.
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Numerical Methods for Nonlinear Algebraic Eguations,
P. Rabinowitz, editor. Gordon and Breach, 1970.

The problem is to determine the values of x(1), x(2), ..., X(9),
which solve the system of tridiagonal eguations
(3-2*%x(1))*x(1) -2*x(2) = =1
-x(i-1) + (3=2*%*x(1))*x(1) -2*x(i+l) = =1, i=2-8
-x(8) + (3-2%x(9))*x(9) = -1

xkkhkkkkkkk

DRIVER FOR HYBRD EXAMPLE.
DOUBLE PRECISION VERSION

kkkkkFxakk*k
INTEGER J,N,MAXFEV,ML, MU, MODE, NPRINT, INFO, NFEV, LDFJAC, LR, NWRITE
DOUBLE PRECISION XTOL,EPSECN, FACTOR, FNORM

DOUBLE PRECISION X(9),FVEC(9),DIAG(9),FJAC(9,9)

* WA1(9),WA2(9),WA3(9),WA4(9)
DOUBLE PRECISION ENORM, DPMPAR
EXTERNAL FCN

R(45),0TF(9),

7 ==\

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.

DATA NWRITE /6/

N =29

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH SOLUTION.

Do 10 J =1, ©

X(J) = -1.DO
CONTINUE
LDFJAC = 9
LR = 45

SET XTOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

XTOL = DSQRT(DPMPAR(1))

MAXFEV = 2000
ML =1

MU = 1

EPSECN = 0.DO
MCDE = 2

DO 20 J =1, 9
DIAG(J) = 1
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20 CONTINUE

FACTOR = 1.D2
NPRINT = 0

_CALL HYBRD(ECN,N, X, FVEC, XTOL, MAXEEV, ML, MU, EPSECN, DIAG,
MODE , FACTOR, NPRINT, INFO, NFEV, FJAC, LDFJAC,

* R,LR, QTF, WAL, WA2,WA3,WA4)

FNORM = ENORM(N, EVEC)

WRITE (NWRITE,1000) ENORM,NFEV, INFO, (X(J),J=1,6N)
STOP

1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //

* 5X,31H NUMBER OF FUNCTION EVALUATIONS,I10 //
* 5X,15H EXIT PARAMETER, 16X,I110 //
* 5X,27H FINAL APPROXIMATE SOLUTION // (5X,3D15.7))

LAST CARD OF DRIVER FOR HYBRD EXAMPLE.

TN
i

SUBROUTINE FCN(N,X,FVEC, IFLAG)
INTEGER N, IFLAG
DOUBLE PRECISION X(N),FVEC(N)

SUBROUTINE FCN FOR HYBRD EXAMPLE.
INTEGER K

DOUBLE PRECISION ONE,TEMP,TEMP1,TEMP2, THREE, TWO, ZERO
DATA ZERO,ONE,TWO, THREE /0.D0,1.DO,2.D0,3.D0/

IF (IFLAG .NE. 0) GO TO 5

INSERT PRINT STATEMENTS EHERE WHEN NPRINT IS POSITIVE.

RETURN
5 CONTINUE
DO 10 K =1, N
TEMP = (THREE - TWO*X(K))*X(K)

TEMP1 = ZERO
IF (K .NE. 1) TEMP1l = X(K-1)
TEMP2 = ZERO
IF (K .NE. N) TEMP2 = X(K+1)
FVEC(K) = TEMP - TEMP1 - TWO*TEMP2 + ONE
10 CONTINUE
RETURN

LAST CARD OF SUBROUTINE FCN.
END

Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.1192636D-07

NUMBER OF FUNCTION EVALUATIONS 14

Page 7
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EXIT PARAMETER
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Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

1. Purpose.

The purpose of HYBRJ1l is to find a zero of a system of N non-
linear functions in N variables by a modification of the Powell
hybrid method. This is done by using the more general nonlinear
equation solver HYBRJ. The user must provide a subroutine which

— YV maa' Y o €339 et a m P e = = =1 4 o SRR IR,
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2. Subroutine and type statements.

SUBROUTINE HYBRJI1(FCN,N,X, FVEC, FJAC, LDFJAC, TOL, INFO, WA, LWA)
INTEGER N,LDFJAC, INFO, LWA

DOUBLE PRECISION TOL

DOUBLE PRECISION X(N),FVEC(N),FJAC(LDEJAC,N),WA(LWA)
EXTERNAL FCN

3. Parameters.

Parameters designated as input parameters must be specified on
entry to HYBRJ1l and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from HYBRJI.

FCN is the name of the user-supplied subroutine which calculates
the functions and the Jacobian. FCN must be declared in an
EXTERNAL statement in the user calling program, and should be
written as follows.

SUBROUTINE FCN(N,X,EVEC,FJAC,LDFJAC, IFLAG)
INTEGER N, LDFJAC, IFLAG

DOUBLE PRECISION X(N),EVEC(N),FJAC(LDFJAC,N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN FVEC. DO NOT ALTER FJAC.
IF IFLAG = 2 CALCULATE THE JACOBIAN AT X AND
RETURN THIS MATRIX IN FJAC. DO NOT ALTER FEVEC.

The value of IFLAG should not be changed by FCN unless the
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user wants to terminate execution of HYBRJ1. In this case set
IFLAG to a negative integer.

N is a positive integer input variable set to the number of
functions and variables.

ontain an initial
X contains the

X is an array of length N. On input X must

C
estimate of the solution wvector. On output

final estimate of the solution vector.

an output array of length N which contains the functions
ated at the output X.
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FVEC 1is
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FJAC is an output N by N array which contains the orthogonal

imate Jacobian. Section 6 contains more details about the
approximation to the Jacobian.

LDFJAC is a positive integer input variable not less than N
which specifies the leading dimension of the array FJAC.

TOL 1s a nonnegative input variable. Termination occurs when
the algorithm estimates that the relative error between X and
the solution is at most TOL. Section 4 contains more details
about TOL.

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO is set as follows.

INFO = O Improper input parameters.

INFO = 1 Algorithm estimates that the relative error between
X and the solution is at most TOL.

INFO = 2 Number of calls to FCN with IFLAG = 1 has reached
100% (N+1).

INFO = 3 TOL is too small. No further improvement in the
approximate solution X is possible.

INFO = 4 Iteration is not making good progress.
Sections 4 and 5 contain more details about INFO.
WA is a work array of length LWA.
LWA is a positive integer input variable not less than
(N*(N+13))/2.
4. Successful completion.

The accuracy of HYBRJ1l is controlled by the convergence
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parameter TCL. This parameter is used in a test which makes a
comparison between the approximation X and a solution XSOL.
HYBRJ1 terminates when the test is satisfied. If TOL is less
than the machine precision (as defined by the MINPACK function
DPMPAR(1)), then HYBRJ1l only attempts to satisfy the test
defined by the machine precision. Further progress is not usu-

ally possible. Unless high precision solutions are required,
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precision.

The test assumes that the functions and the Jacobian are coded
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behaved. If these conditions are not satisfied, then HYBRJ1l may
incorrectly indicate convergence. The coding of the Jacobian
can be checked by the MINPACK subroutine CHKDER. If the Jaco-
bian is coded correctly, then the validity of the answer can be
checked, for example, by rerunning HYBRJl with a tighter toler=-
ance.

Convergence test. If ENORM(Z) denotes the Euclidean norm of a
vector 2, then this test attempts to guarantee that

ENORM(X-XSOL) .LE. TOL*ENORM(XSOL).

If this condition is satisfied with TOL = 10**(=-K), then the
larger components of X have K significant decimal digits and
INFO is set to 1. There is a danger that the smaller compo-
nents of X may have large relative errors, but the fast rate
of convergence of HYBRJ1l usually avoids this possibility.

5. Unsuccessful completion.

Unsuccessful termination of HYBRJ1l can be due to improper input
parameters, arithmetic interrupts, an excessive number of func-
tion evaluations, or lack of good progress.

Improper input parameters. INFO is set to O if N .LE. O, or
LDFJAC .LT. N, or TOL .LT. 0.DO, or LWA .LT. (N*(N+13))/2.

Arithmetic interrupts. If these interrupts occur in the FECN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by HYBRJ1. 1In this
case, i1t may be possible to remedy the situation by not evalu-
ating the functions here, but instead setting the components
of FVEC to numbers that exceed those in the initial EVEC,
thereby indirectly reducing the step length. The step length
can be more directly controlled by using instead HYBRJ, which
includes in its calling sequence the step-length- governing
parameter FACTOR.

Excessive number of function evaluations. If the number of
calls to FCN with IFLAG = 1 reaches 100*(N+1l), then this indi-
cates that the routine is converging very slowly as measured
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by the progress of EVEC, and INFO is set to 2. This situation
should be unusual because, as indicated below, lack of good
progress is usually diagnosed earlier by HYBRJ1l, causing ter-

P4

mination with INFO =

Lack of good progress.

SiiUot4

4.

HYBRJ1 searches for a zero of the system

by minimizing the sum of the squares of the functions. In so
doing, it can become trapped in a region where the minimum

does not correspond to a zero of the system and, in this situ-

1

e A

ation, the iteration eventually fails to make good progress.
In particular, this will happen if the system does not have a

e HYRRIT1

zero. If the system has a zero, rerunning nibilked from a dif-

ferent starting point

may be helpful.

6. Characteristics of the algorithm.

HYBRJ1 is a modification of the Powell hybrid method. Two of
its main characteristics involve the choice of the correction as

a convex combination of
tions, and the updating
Broyden. The choice of
able conditions) global
the solution and a fast

the Newton and scaled gradient direc-
of the Jacobian by the rank-1 method of
the correction guarantees (under reason-

convergence for starting points far from
rate of convergence. The Jacobian is

calculated at the starting point, but it is not recalculated

until the rank-1 method

fails to produce satisfactory progress.

Timing. The time required by HYBRJ1l to solve a given problem
depends on N, the behavior of the functions, the accuracy
requested, and the starting point. The number of arithmetic
operations needed by HYBRJ1 1s about 11.5%(N**2) to process
each evaluation of the functions (call to ECN with IFLAG = 1)
and 1.3%(N**3) to process each evaluation of the Jacobian
(call to FCN with IFLAG = 2). Unless FCN can be evaluated
quickly, the timing of HYBRJ1 will be strongly influenced by

the time spent in FCN.

Storage. HYBRJ1 requires (3*N**2 + 17*N)/2 double precision

storage locations, in

addition to the storage regquired by the

program. There are no internally declared storage arrays.

7. Subprograms reguired.

USER-supplied ...... FCN

MINPACK-supplied ... DOGLEG, DPMPAR, ENORM, HYBRJ,
QFORM, QRFAC,R1IMPYQ, R1UFPDT

FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT,MINO, MOD

8. References.
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M. J. D. Powell, A Hybrid Method for Nonlinear Eguations.
Numerical Methods for Nonlinear Algebraic Equations,
P. Rabinowitz, editor. Gordon and Breach, 1970.
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The probleu is € ectermine tue va.ues © Ri+j,

which solve the system of tridiagonal egquations

(3=27x(1))"x(1) =2*x(2) = -1
=xX(i-1) + (3=-2%x(1i))*x(1) -2*x(i+l) = -1,

=x(8) + (3-2*x(9))*x(9)
Kk kkk kR kK

DRIVER FOR HYBRJ1 EXAMPLE.
DOUBLE PRECISION VERSION

AXRIXXTRXKK

INTEGER J,N,LDFJAC, INFO, LWA, NWRITE

DOUBLE PRECISION TOL, FNORM

DOUBLE PRECISION X(9),FVEC(9),FJAC(S,9),WA(S
DOUBLE PRECISION ENORM,DPMPAR

EXTERNAL FCN

99)

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.

DATA NWRITE /6/

N =9

THE FOLLOWING STARTING VALUES PROVIDE A ROUCH SOLUTION.
DO 10 J 1, S

X(J) -1.D0
10 CONTINUE

LDFJAC = 9
LWA = 99

SET TOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

TOL = DSQRT(DPMPAR(1))

CALL HYBRJ1(FCN,N,X,EVEC, FJAC, LDFJAC, TOL, INFO, WA, LWA)
FNORM = ENORM(N, EVEC)
WRITE (NWRITE,1000) ENORM, INFO, (X(J),J=1,N)
STOP - ’
1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
* 5X,15H EXIT PARAMETER, 16X,I110 //
* 5X,27H FINAL APPROXIMATE SOLUTION // (5X,3D15.7))

Page 5
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LAST CARD OF DRIVER FOR HYBRJ1l EXAMPLE.

END

SUBROUTINE FCN(N,X,FVEC,FJAC, LDFJAC, IFLAG)
INTEGER N,LDFJAC IFLAG

DOUBLE RECISION X(N),EFVEC(N),FJAC(LDFJAC,N)

et NI T

SUBROUTINE FCN FOR HYBRJ1 EXAMPLE.

INTEGER J,K

DOUBLE PRECISION ONE,TEMP,TEMP1,TEMP2,THREE, TWO, ZERO
DATA ZERO,ONE, TWO, THREE, FOUR /0.D0O,1.D0,2.D0,3.D0,4.D0/
IF (IFLAG .EQ. 2) GO TO 20
DO 10 K =1, N
TEMP = (THREE - TWO*X(K))*X(K)
TEMP1 = ZERO
IF (K .NE. 1) TEMP1l = X(K-1)
TEMP2 = ZERO
IF (K .NE. N) TEMP2 = X(K+1)
FVEC(K) = TEMP - TEMP1 - TWO*TEMP2 + ONE
CONTINUE
GO TO 50
CONTINUE
DO 40 K = 1, N
DO 30 J =1, N
FJAC(K,J) = ZERO
CONTINUE
FJAC(K,K) = THREE - FOUR*X(K)
IF (K .NE. 1) FJAC(K,K-1) = -ONE
IF (K .NE. N) FJAC(K,K+1) = -TWO
CONTINUE
CONTINUE
RETURN

LAST CARD OF SUBROUTINE FCN.
END

Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.1192636D-07
EXIT PARAMETER 4 1
FINAL APPROXIMATE SOLUTION

-0.5706545D+00 -0.6816283D+00 =0.7017325D+00

-0.7042129D+00 =0.70136390D+00 -0.6918656D+00
-0.6657920D+00 -0.5960342D+00 -0.4164121D+00

Page 6
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1. Purpose.

The purpose of HYBRJ is to find a zero of a system of N non-

¥ 5 5 ] A Fimat+rainn Af +h PAawrall
linear functions in N variables by a modification of the Powell

hybrid method. The user must provide a subroutine which calcu-
lates the functions and the Jacobian.

2. Subroutine and type statements.

SUBROUTINE HYBRJ(FCN,N,X,FVEC, FJAC, LDFJAC, XTOL, MAXFEV, DIAG,
* MODE, FACTOR, NPRINT, INFO, NFEV, NJEV, R, LR, OTF,
* WAl,WA2,WA3,WA4)

INTEGER N,LDFJAC,MAXFEV,MODE,NPRINT, INFO,NFEV,NJEV, LR

DOUBLE PRECISION XTOL,FACTOR

DOUBLE PRECISION X(N),EVEC(N),FJAC(LDFJAC,N),DIAG(N),R(LR),QTF(N),
* WAL (N),WA2(N),WA3(N), WA4(N)

3. Parameters.

Parameters designated as input parameters must be specified on
entry to HYBRJ and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from HYBRJ.

FCN is the name of the user-supplied subroutine which calculates
the functions and the Jacobian. FCN must be declared in an
EXTERNAL statement in the user calling program, and should be
written as follows.

SUBROUTINE ECN(N, X, EVEC,FJAC,LDFJAC, IFLAG)
INTEGER N, LDFJAC, IFLAG

DOUBLE PRECISION X(N),EVEC(N),FJAC(LDEFJAC,N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN FVEC. DO NOT ALTER FJAC.
IF IFLAG = 2 CALCULATE THE JACOBIAN AT X AND
RETURN THIS MATRIX IN FJAC. DO NOT ALTER EVEC.
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The value of IFLAG should not be changéd by FCN unless the
user wants to terminate execution of HYBRJ. In this case set

TT AN -
IFLAG to a negative in

N is a positive ut variable set to the number of
functions and vari

X is an array of length N. On input X must con
estimate of the solution vector. On output X
final estimate of the solution vector.

EVEC is an output array of length N which contains the
evaluated at the output X.

FJAC is an output N by N array which contains the orthogonal

matrix O produced by the QR factorization of the final approx-
imate Jaccbian Section 6 contains more details about the

il W& aclao i, -2 022 COQllilallls

approximation to the Jacobian.

LDFJAC is a positive integer input variable not less than N
which specifies the leading dimension of the array FJAC.

XTOL is a nonnegative input variable. Termination occurs when
the relative error between two consecutive iterates is at most
XTOL. Therefore, XTOL measures the relative error desired in
the approximate solution. Section 4 contains more details
about XTOL.

MAXFEV is a positive integer input variable. Termination occurs
when the number of calls to FCN with IFLAG = 1 has reached
MAXFEV.

DIAG is an array of length N. If MODE = 1 (see below), DIAG is
internally set. If MODE = 2, DIAG must contain positive
entries that serve as multiplicative scale factors for the
variables.

MODE is an integer input variable. If MODE = 1, the variables
will be scaled internally. If MODE = 2, the scaling is speci-
fied by the input DIAG. Other values of MODE are egquivalent
to MODE = 1.

FACTOR is a positive input variable used in determining the ini-
tial step bound. This bound is set to the product of FACTOR
and the Euclidean norm of DIAG*X if nonzero, or else to FACTOR
itself. In most cases FACTOR should lie in the interval
(.1,100.). 100. is a generally recommended value.

NPRINT is an integer input variable that enables controlled
printing of iterates if it is positive. In this case, FECN 1is
called with IFLAG = O at the beginning of the first iteration
and every NPRINT iterations thereafter and immediately prior
t0 return, with X and EVEC available for printing. EVEC and
FJAC should not be altered. If NPRINT is not positive, no
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special calls of FCN with IFLAG = O are made.
INFO is an integer output variable. If the user has terminated

execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper input parameters.

INFO = 1 Relative error between two consecutive iterates is
at+ mAact XTOT.

AL UUS W Jaavae

INFO = 2 Number of calls to FCN with IFLAG = 1 has reached
MAXFEV.
INFO = 3 XTOL is too small. No further improvement in the

approximate solution X is possible.

INFO = 4 Iteration is not making good progress, as measured
by the improvement from the last five Jacobian eval-

uations. -

INFO = 5 Iteration is not making good progress, as measured
by the improvement from the last ten iterations.

Sections 4 and 5 contain more details about INFO.

NFEV is an integer output variable set to the number of calls to
FCN with IFLAG = 1.

NJEV is an integer output variable set to the number of calls to
FCN with IFLAG = 2.

R is an output array of length LR which contains the upper
triangular matrix produced by the OR factorlzatlon of the
final approximate Jacobian, stored rowwise.

LR is a positivé integer input variable not less than
(N*(N+1))/2.

OTF is an outpuf array of length N which contains the vector
(Q transpose)*EVEC.

WAl, WA2, WA3, and WA4 are work arrays of length N.

4. Successful completion.

The accuracy of HYBRJ is controlled by the convergence parameter

XTOL. This parameter is used in a test which makes a comparison
between the approximation X and a solution XSOL. HEYBRJ termi-
nates when the test is satisfied. 1If the convergence parameter

is less than the machine precision (as defined by the MINPACK
function DPMPAR(1l)), then HYBRJ only attempts to satisfy the
test defined by the machine precision. Further progress is not
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Convergence test. If ENORM(Z) denotes the Euclidean norm
vector 2 and D is the diagonal matrix whose entries are
defined by the array DIAG, then this test attempts to guaran-

tee that

ENORM(D* (X-XSOL)) .LE. XTOL*ENORM(D*XSOL) .

If this condition is satisfied with XTOL = 10**(-K), then the
larger components of D*X have K significant decimal digits and
INFO is set to 1. There is a danger that the smaller compo-
nents of D*X may have large relative errcors, but the fast rate
of convergence of HYBRJ usually avoids this possibility.
Unless high precision solutions are required, the recommended

value for XTOL is the square root of the machine precision.

5. Unsuccessful completion.

Unsuccessful termination of HYBRJ can be due to improper input
parameters, arithmetic interrupts, an excessive number of func-
* tion evaluations, or lack of good progress.

Improper input parameters. INFO is set to 0 if N .LE. O, or
LDEJAC .LT. N, or XTOL .LT. 0.DO, or MAXFEV .LE. O, or
FACTOR .LE. 0.DO, or LR .LT. (N*(N+1l))/2.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by HYBRJ. In this
case, it may be possible to remedy the situation by rerunning
HYBRJ with a smaller value of FACTOR.

Excessive number of function evaluations. A reasonable value
for MAXFEV is 100%*(N+1). If the number of calls to FCN with
IFLAG = 1 reaches MAXFEV, then this indicates that the routine
is converging very slowly as measured by the progress of EVEC,
and INFO is set to 2. This situation should be unusual
because, as indicated below, lack of good progress is usually
diagnosed earlier by HYBRJ, causing termination with INFO = 4
or INFO = 5.

Lack of good progress. HYBRJ searches for a zero of the system
by minimizing the sum of the squares of the functions. In so
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doing, it cari become trapped in a region where the minimum
does not correspond to a zero of the system and, in this situ-
ation,. the iteration e'v'ent.ud..u.y fails to make g‘uuu progress.
In particular, this will happen if the system does not have a
zero. If the system has a zero, rerunning HYBRJ from a dif-

ferent starting point may be helpful.

@

6. Characteristics of the algorithm.

7.

HYBRJ is a modification of the Powell hybrid method. Two of its
main characteristics involve the choice of the correction as a
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CLllvea bUllUJJ.LLG.L—J.ULL [obd Cli€ INEWTOINI ali slased g;au¢=u\. “UullcTcoeld

and the updating of the Jacobian by the rank-l1l method of Broy-
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conditions) global convergence for starting points far from the
solution and a fast rate of convergence. The Jacobian is calcu-
lated at the starting point, but it is not recalculated until
the rank-1 method fails to produce satisfactory progress.

"
i

-
1S,

Timing. The time regquired by HYBRJ to solve a given problem
depends on N, the behavior of the functions, the accuracy
requested, and the starting point. The number of arithmetic
operations needed by HYBRJ is about 11.5%(N**2) to process
each evaluation of the functions (call to FCN with IFLAG = 1)
and 1.3*(N**3) to process each evaluation of the Jacobian
(call to ECN with IFLAG = 2). Unless FCN can be evaluated
quickly, the timing of HYBRJ will be strongly influenced by
the time spent in FCN.

Storage. HYBRJ requires (3*N**2 + 17*N)/2 double precision
storage locations, in addition to the storage required by the
program. There are no internally declared storage arrays.

Subprograms required.

USER=-supplied ...... FCN

MINPACK-supplied ... DOGLEG,DPMPAR, ENORM,
QFORM, QRFAC, R1MPYQ, R1UPDT

FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT,MINO,6MOD

8. References.

9.

M. J. D. Powell, A Hybrid Method for Nonlinear Equations.
Numerical Methods for Nonlinear Algebraic Egquations,
P. Rabinowitz, editor. Gordon and Breach, 1570.

Example.
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The problem is to determine the wvalues of x(1l), x(2), ..., x(9),
which solve the system of tridiagonal eqguations
(3- 2*x(1))* x(1) 2*x(2) = -1
x{i=-1) + (3=-2*x(1i))*x(i) -2%x(i+l) = -1, i=2-8
-x(8) + (3-2%x(9))*x(9) = -1

ER XX R R

DRIVER FOR HYBRJ EXAMPLE.
DOUBLE PRECISION VERSION

kkkkkkkkkx
INTEGER J,N,LDFJAC,MAXFEV,MODE,NPRINT,INFO,NFEV,NJEV,LR,NWRITE
DOUBLE PRECISION XTOL, FACTOR, FNORM

DOUBLE PRECISION X(9),FVEC(9),FJAC(9,9), DIAG(9),R(45),QTE(9),
WAX(9),WA2(9),WA3(9), WA4(9)

DOUBLE PRECISION ENORM,DPMPAR
EXTERNAL FCN

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
DATA NWRITE /6/
N =9

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH SOLUTION.

DO 10 J =1, 9
X(J) = =1.DO0
CONTINUE

LDEJAC = 9

LR = 45

SET XTOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,

THIS IS THE RECOMMENDED SETTING.

XTOL = DSQRT(DPMPAR(1))

MAXFEV = 1000

MODE = 2

DO 20 J =1, 9
DIAG(J) = 1.DO
CONTINUE

FACTOR = 1.D2

NPRINT = O

CALL HYBRJ(FECN,N,X,FVEC,FJAC, LDFJAC, XTOL, MAXFEV,DIAG,
MODE, FACTOR,NPRINT, INFO, NFEV, NJVV R,LR,QTF,
WAL, WAZ,WA3,WA4)

EFNORM = ENORM(N, FVEC)

WRITE (NWRITE,1C00) FNORM,NFEV,NJEV, INFO, (X(J),J=1,N)
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STOP

1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //

-
-~

20

30

50

* ok ok

SX,31H NUMBER OF FUNCTION EVALUATIONS,I10 //
S5X,31H NUMBER OF JACOBIAN EVALUATIONS,I10 //
SX,15H EXIT PARAMETER,16X,I10 //

5X,27H FINAL APPROXIMATE SOLUTION // (5X,3D15.7))

YAMD

nr PR T © Tr.
DOV LaAanlio Lo .

LAST CARD OF DRIVER FO

n IV
v 1

SUBROUTINE FCN(N, X, FVEC,FJAC,LDFJAC, IFLAG)

\asinTakniel AT TN TANMD TE'T AN
INTEGER N,LDEJAC, IFLAG

DOUBLE PRECISION X(N),FVEC(N),EJAC(LDFJAC,N)

INTEGER J,K
DOUBLE PRECISION ONE,TEMP,TEMP1l,TEMP2, THREE, TWO, ZERO

DATA ZERO,ONE,TWO, THREE, FOUR /0.DO,1.D0,2.D0,3.D0,4.D0/
IF (IFLAG .NE. 0) GO TO 5

INSERT PRINT STATEMENTS HERE WHEN NPRINT IS POSITIVE.

RETURN
CONTINUE
IF (IFLAG .EQ. 2) GO TO 20
DO 10 K = 1, N
TEMP = (THREE - TWO*X(K))*X(K)
TEMP1 = ZERO
IF (K .NE. 1) TEMP1 = X(K-1)
TEMP2 = ZERO
IF (K .NE. N) TEMP2 = X(K+1)
FVEC(K) = TEMP - TEMP1l - TWO*TEMP2 + ONE
CONTINUE
GO TO 50
CONTINUE
DO 40 K = 1, N
DO 30 J =1, N
FJAC(K,J) = ZERO

CONTINUE
FJAC(K,K) = THREE - FOUR*X(K)
IF (K .NE. 1) FJAC(K,K-1) = -ONE
IF (K .NE. N) FJAC(K,K+1l) = -TWO
CONTINUE
CONTINUE
RETURN

LAST CARD OF SUBROUTINE FCN.

tr}

ND

Results obtained with different compilers or machines
may be slightly different.

Page 7
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FINAL L2 NORM OF THE RESIDUALS

FINAL APPROXIMATE SOLUTION

-0.5706545D+00 -0.6816283D+00

AT TTATYTALONATLLND

-0.7042128D+00 -0.7013690D+00

-0.6657920D+00 =-0.5960342D+00

-0.
-U.

-0.

0.1192636D-07
11
1

1

7017325D+00

catQcce
6918656D+00

4164121D+00

Page 8
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Documentation fo

Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

1. Purpose.

The purpose of LMDER1 is to minimize the sum of the squares of M

nonlinear functions in N variables by a modification of the

Levenberg-Marquardt algorithm. This is done by using the more
general least-squares solver LMDER. The user must provide a
subroutine which calculates the functions and the Jacobian.

2. Subroutine and type statements.

SUBROUTINE LMDERI1(EFCN,M,N,X,FEVEC,FJAC,LDFJAC,TOL,
* INFO, IPVT,WA,LWA)

INTEGER M,N,LDFJAC, INFO, LWA

INTEGER IPVT(N)

DOUBLE PRECISION TOL

DOUBLE PRECISION X(N),EVEC(M),FJAC(LDEJAC,N),6 WA(LWA)
EXTERNAL ECN

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMDER1 and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMDERI.

FCN is the name of the user-supplied subroutine which calculates
the functions and the Jacobian. FCN must be declared in an
EXTERNAL statement in the user calling program, and should be
written as follows.

SUBROUTINE FECN(M,N,X,FVEC,FJAC, LDFJAC, IFLAG)
INTEGER M,N,LDFJAC, IFLAG

DOUBLE PRECISION X(N),EVEC(M),FJAC(LDEJAC,N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN EVEC. DO NOT ALTER EJAC.
IF IFLAG = 2 CALCULATE THE JACOBIAN AT X AND
RETURN THIS MATRIX IN FJAC. DO NOT ALTER EVEC.
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The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of LMDERIL. In this case set

M is a positive integer input variable set to the number of
functions.

iable set to the number of

is a positive eger
variables. N must not e

=

X is an array of length N. On input X must contain an initial
+he sclution vector. On output X contains the
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final estimate of the solution vector.

1

FVEC is an output array of length M w
evaluated at the output X.

2 =1 P I o By
1Cll ,QlilLadllo

FJAC is an output M by N array. The upper N by N submatrix of
FJAC contains an upper triangular matrix R with diagonal ele-
ments of nonincreasing magnitude such that

T T T
P *(JAC *JAC)*P = R *R,

where P is a permutation matrix and JAC is the final calcu-
lated Jacobian. Column j of P is column IPVT(j) (see below)
of the identity matrix. The lower trapezoidal part of FJAC
contains information generated during the computation of R.

LDFJAC is a positive integer input variable not less than M
which specifies the leading dimension of the array FJAC.

TOL is a nonnegative input variable. Termination occurs when
the algorithm estimates either that the relative error in the
sum of squares is at most TOL or that the relative error
between X and the solution is at most TOL. Section 4 contains
more details about TOL.

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value of IFLAG. See
description of ECN. Otherwise, INFO is set as follows.

INFO = O Improper input parameters.

INFO = 1 Algorithm estimates that the relative error in the
sum of sgquares is at most TOL.

INFO = 2 Algorithm estimates that the relative error between
X and the solution is at most TOL.

INFO = 3 Conditions for INFO = 1 and INFO = 2 both hold.

INFO = 4 FVEC is orthogonal to the columns of the Jacobian to
machine precision.
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INFO = 5 Number of calls to FCN with IFLAG = 1 has reached
100* (N+1).

INFO = 6 TOL is too small. No further reduction in the sum
' of sguares is possible.

INFO = 7 TOL is too small. No further improvement in the

arnroximate solution X is nnqq1h1p

er out
’t'ix P such that

of non:.ncreas:.ng

magnltude Column j of P is column IPVT(j) of the identity

matrix.
WA is a work array of length LWA.

LWA is a positive integer input variable not less than 5*N+M.

4. Successful completion.

The accuracy of LMDER1 is controlled by the convergence parame-
ter TOL. This parameter is used in tests which make three types
of comparisons between the approximation X and a solution XSOL.
LMDER1 terminates when any of the tests is satisfied. If TOL is
less than the machine precision (as defined by the MINPACK func-
tion DPMPAR(1l)), then LMDER] only attempts to satisfy the test
defined by the machine precision. Further progress is not usu-
ally possible. Unless high precision solutions are required,
the recommended value for TOL is the sgquare root of the machine
precision.

The tests assume that the functions and the Jacobian are coded
consistently, and that the functions are reasonably well
behaved. If these conditions are not satisfied, then LMDER]l may
incorrectly indicate convergence. The coding of the Jacobian
can be checked by the MINPACK subroutine CHKDER. If the Jaco-
bian is coded correctly, then the validity of the answer can be
checked, for example, by rerunning LMDER1 with a tighter toler-
ance.

First convergence test. If ENORM(Z) denotes the Euclidean norm
of a vector Z, then this test attempts to guarantee that

ENORM(FVEC) .LE. (1+TOL)*ENORM(EVECS),

where FVECS denotes the functions evaluated at XSOL. If this
condition is satisfied with TOL = 10**(-K), then the final
residual norm ENORM(FVEC) has K significant decimal digits and
INFO is set to 1 (or to 3 if the second test is also
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satisfied).

Second convergence test. If D is a diagonal matrix (implicitly
generated by LMDER1) whose entries contain scale factors for
+the variables, then this test attempts to guarantee that

ENORM(D* (X-XSOL)) .LE. TOL*ENORM(D*XSOL)

If this condition is satisfied with TOL = 10**(-K), then the
larger components of D*X have K significant decimal digits and
INFO is set to 2 (or to 3 if the first test is also satis-
fied). There is a danger that the smaller components of D*X
may have large relative errors, but the choice of D is such
that the accuracy of the components of X is usually related to
their sensitivity.

T
P93

ird convergence test. This test is satisfied when FVEC 1is

orthogonal to the columns of the Jacobian to machine preci-

sion. There is no clear relationship between this test and

the accuracy of LMDER1, and furthermore, the test is equally

well satisfied at other critical points, namely maximizers and
Hh

; this test
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saddle points. Therefore, termina
(INFO = 4) should be examined carefully.

5. Unsuccessful completion.

Unsuccessful termination of LMDER1 can be due to improper input
parameters, arithmetic interrupts, or an excessive number of
function evaluations.

Improper input parameters. INFO is set to 0 if N .LE. O, or
M .LT. N, or LDFJAC .LT. M, or TOL .LT. 0.DO, or
LWA .LT. 5*N+M.

Arithmetic interrupts. If these interrupts occur in the ECN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMDER1. In this
case, it may be possible to remedy the situation by not evalu-
ating the functions here, but instead setting the components
of FVEC to numbers that exceed those in the initial FVEC,
thereby indirectly reducing the step length. The step length
can be more directly controlled by using instead LMDER, which
includes in its calling sequence the step-length- governing
parameter FACTOR.

Excessive number of function evaluations. If the number of
calls to FCN with IFLAG = 1 reaches 100%(N+1l), then this indi-
cates that the routine is converging very slowly as measured
by the progress of EVEC, and INFO is set to 5. In this case,
it may be helpful to restart LMDER1l, thereby forcing it to
disregard old (and possibly harmful) information.
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6. Characteristics of the algorithm.

LMDER]1 is a modification of the Levenberg-Marquardt algorithm.
Two of its main characteristics involve the proper use of
implicitly scaled variables and an optimal choice for the cor-
rection. The use of implicitly scaled variables achieves scale
invariance of LMDER1 and limits the size of the correction in
any direction where the functions are changing rapidly. The
optimal choice of the correction guarantees (under reasonable
conditions) global convergence from starting points far from the
solution and a fast rate of convergence for problems with small
residuals

Timing. The time required by LMDER1l to solve a-given problem
depends on M and N, the behavior of the functions, the accu-
racy requested, and the starting point. The number of arith-
metic operations needed by LMDER]1 is about N**3 to process
each evaluation of the functions (call to ECN with IFLAG = 1)
and M*(N**2) to process each evaluation of the Jacobian (call
to FCN with IFLAG = 2). Unless FCN can be evaluated quickly,

the timing of LMDER1 will be strongly influenced by the time
spent in ECN.

Storage. LMDER]1 regquires M*N + 2*M + 6*N double precision sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

7. Subprograms required.

USER-supplied ...... FCN
MINPACK-supplied ... DPMPAR,ENORM, LMDER, LMPAR, QRFAC, QRSOLV
FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT, MOD

8. References.
Jorge J. More, The Levenberg-Marquardt Algorithm, Implementation

and Theory. Numerical Analysis, G. A. Watson, editor.
Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

8. Example.

The problem is to determine the values of x(1), x(2), and X(3)
which provide the best fit (in the least squares sense) of

x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), 1 =1, 15

to the data
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Yy = (O.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),

min(u(i),v(i)). The

where u(i) = i, v(i) = 16 - i, and w(i) =
i-th component of FVEC is thus defined by
y(i) - (x(1) + u(i)/(v(i)*=x(2) + w(1)*x(3)))

kRxkrxkkkkkk

DRIVER FOR LMDER1 EXAMPLE.
DOURLE PRECISION VERSION

*kkkkkkkkk o

INTEGER J,M,N,LDFJAC, INFO, LWA, NWRITE
INTEGER IPVT(3)

,
DOUBLE PRECISION TOL, FNORM

DOUBLE PRECISION X(3),FVEC(15),FJAC(15,3),WA(30)
DOUBLE PRECISION ENORM, DPMPAR

EXTERNAL FCN

LOGICAL OUTPUT UNIT IS ASS
DATA NWRITE /6/

M
N

15
3

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

X(1) = 1.D0
X(2) = 1.D0
X(3) = 1.D0

LDEFJAC = 15
LWA = 30

SET TOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

TOL = DSQRT(DPMPAR(1))

CALL LMDERI1(FCN,M,N,X,FVEC,FJAC, LDFJAC,TOL,

INFO, IPVT, WA, LWA)
FNORM = ENORM(M, FVEC)
WRITE (NWRITE,1000) ENORM, INFO, (X(J),J=1,N)
STOP
TORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
5X,15H EXIT PARAMETER, 16X,I110 //
5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)

LAST CARD OF DRIVER FOR LMDER1 EXAMPLE.



00

[oNONQ!

10

20

30
40

’*

*

[e ]
w

END

SUBROUTINE FCN(M,N,X,FVEC, FJAC,LDFJAC, IFLAG)
INTEGER M,N,LDFJAC, IFLAG

DOUBLE PRECISION X(N),EVEC(M),FJAC(LDFJAC,6N)

SUBROUTINE FCN FOR LMDER1 EXAMPLE.

INTEGER I

DOUBLE PRECISION TMP1l,TMP2,TMP3,TMP4

DOUBLE PRECISION Y(15)

DATA Y(1),Y(2),¥(3),Y(4),Y(5),Y(6),¥Y(7),Y(8),
¥(9),Y(10),Y(11),¥(12),¥(13),¥(14),Y(15)
/1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D-1,3.

3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/
IF (IFLAG .EQ. 2) GO TO 20
Do 10 I = 1, 15
TMP1 = I
TMP2 = 16 = I
TMP3 = TMP1
IF (I .GT. 8) TMP3 = TMP2
FVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))
CONTINUE _
GO TO 40
CONTINUE
DO 30 I = 1, 15 .
TMP1 = I
TMP2 = 16 - I
TMP3 = TMP1
IF (I .GT. 8) TMP3 = TMP2
TMP4 = (X(2)*TMP2 + X(3)*TMP3)**2
FJAC(I,1) = -1.DO
FJAC(I,2) = TMP1*TMP2/TMP4
FJAC(I,3) = TMP1*TMP3/TMP4
CONTINUE

CONTINUE

RETURN

LAST CARD OF SUBROUTINE FECN.

END

Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01
IXIT PARAMETER 1
TINAL APPROXIMATE SOLUTION

0.8241058D-01 0.1133037D+01 0.2343695D+01

Page 7
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Documentation for MINPACK subroutine LMDER
Double precision version
Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

1 Purnose
1. Purpose.

The purpose of LMDER is to minimize the sum of the squares of M
non;iﬁea‘r‘ IU.HCCJ.OIIS .Ln N VdrlaDJ.ES Dy a mOQlIleLLOII U.L Llle
Levenberg-Marquardt algorithm. The user must provide a subrou-

tine which calculates the functions and the Jacobian.

2. Subroutine and type statements.

SUBROUTINE LMDER(FCN,M,N, X, FVEC, FJAC, LDFJAC, FTOL, XTOL, GTOL,
* MAXFEV,DIAG, MODE, FACTOR, NPRINT, INFO, NFEV, NJEV,
* IPVT, QTF, WAL, WA2,WA3, WA4)

INTEGER M, N, LDEJAC, MAXFEV, MODE, NPRINT, INFO, NFEV, NJEV

INTEGER IPVT(N)

DOUBLE PRECISION FTOL,XTOL,GTOL, FACTOR

DOUBLE PRECISION X(N),FVEC(M), FJAC(LDFJAC,N),DIAG(N),QTF(N),
* WAL(N),WA2(N),WA3(N), WAL (M)

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMDER and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMDER.

FCN is the name of the user-supplied subroutine which calculates
the functions and the Jacobian. FCN must be declared in an
EXTERNAL statement in the user calling program, and should be
written as follows.

SUBROUTINE FCN(M,N, X, FVEC,FJAC,LDFJAC, IFLAG)
INTEGER M,N,LDFJAC, IFLAG

DOUBLE PRECISION X(N),FVEC(M),FJAC(LDFJAC,N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN FVEC. DO NOT ALTER FJAC.
IF IFLAG = 2 CALCULATE THE JACOBIAN AT X AND
RETURN THIS MATRIX IN FJAC. DO NOT ALTER EVEC.

- - - - - - -
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The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of LMDER. In this case set
IFLAG to a negative integer.

M is a positive integer input variable set to the number of
functions.

N e A rmAacsitIitra Tntacary Trnmiit wrariahla ca+r A +ha miimbhar AF
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variables N must not exceed M. ‘

X is an array of length N. On input X must contain an initial
ectimate of t+the cecoluut+iosn vector On outrnuit ¥ containe the
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final estimate of the solution vector.
FVEC is an output array of length M which contains the functions
evaluated at the output X.

FJAC is an output M by N array. The upper N by N submatrix of
FJAC contains an upper triangular matrix R with diagonal ele-
ments of nonincreasing magnitude such that

T T T
P *(JAC *JAC)*P = R *R,

where P is a permutation matrix and JAC is the final calcu-
lated Jacobian. Column j of P is column IPVT(j) (see below)
of the identity matrix. The lower trapezoidal part of FJAC
contains information generated during the computation of R.

LDFJAC is a positive integer input variable not less than M
' which specifies the leading dimension of the array FJAC.

FTOL is a nonnegative input variable. Termination occurs when
both the actual and predicted relative reductions in the sum
of squares are at most FTOL. Therefore, FTOL measures the
relative error desired in the sum of sguares. Section 4 con-
tains more details about FTOL.

XTOL is a nonnegative input variable. Termination occurs when
the relative error between two consecutive iterates is at most
XTOL. Therefore, XTOL measures the relative error desired in
the approximate solution. Section 4 contains more details
about XTOL.

GTOL is a nonnegative input variable. Termination occurs when
the cosine of the angle between FVEC and any column of the
Jacobian is at most GTOL in absolute value. Therefore, GTOL
measures the orthogonality desired between the function vector
and the columns of the Jacobian. Section 4 contains more
details about GTOL.

MAXFEV is a positive integer input variable. Termination occurs
when the number of calls to FCN with IFLAG = 1 has reached
MAXFEV.
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DIAG is an array of length N. If MODE = 1 (see below), DIAG 1is
internally set. If MODE = 2, DIAG must contain positive
entries that serve as multiplicative scale factors for the

variables.

MODE is an integer input variable. If MCDE = 1, the variables

will be
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caled internally. If MODE = 2, the scaling is speci-
he input DIAG. Other values of MODE are eguivalent
1.

positive input variable used in determining the ini-
bound This bound is set to the product of FACTOR
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and the Euclidean norm of DIAG*X if nonzero, or else to FALIUKXR

itself.

(.1,100.).

In most cases FACTOR should lie in the interval
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100. is a generally recommended value.

NPRINT is an integer input variable that enables controlled
printing of iterates if it is positive. In this case, ECN 1is
called with IFLAG = O at the beginning of the first iteration
and every NPRINT iterations thereafter and immediately prior
to return, with X, FVEC, and FJAC available for printing.

FVEC and FJAC should not be altered. If NPRINT is not posi=-
tive, no special calls of FCN with IFLAG = O are made.

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO 1s set as follows.

INFO =

INFO =

INFO =

INFO =

INFO =

INFO =

INFO =

INFO =

INFO

Section

0]

1

S

Improper input parameters.

Both actual and predicted relative reductions in the
sum of squares are at most ETOL.

Relative error between two consecutive 'iterates is
at most XTOL.

Conditions for INFO = 1 and INFO = 2 both hold.

The cosine of the angle between EVEC and any column
of the Jacobian is at most GTOL in absolute value.

Number of calls to FCN with IFLAG = 1 has reached
MAXFEV.

FTOL is *too small. No further reduction in the sum
of squares is possible.

XTOL is too small. No further improvement in the
approximate solution X is possible.

GTOL is too small. FVEC is orthogonal to the
columns of the Jacobian to machine precision.

4 and 5 contain more details about INFO.
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NFEV is an integer output variable set to the number of calls to
FCN with IFLAG = 1.

NJEV is an integer output variable set to the number of calls to
FCN with IFLAG = 2.

IPVT is an integer output array of length N. IPVT defines a
permutation matrix P such that JAC*P = Q*R, where JAC is the
final calculated Jacobian, Q is orthogonal (not stored), and R

is upper triangular with diagonal elements of nonincreasing
magnitude. Column j of P is column IPVT(j) of the identity
matrix.

OTF is an output array of length N which contains the first N
elements of the vector (Q transpose)*EFVEC.

WAl, WA2, and WA3 are work arrays of length N.

WA4 is a work array of length M.

4. Successful completion.

The accuracy of LMDER is controlled by the convergence parame-
ters FTOL, XTOL, and GTOL. These parameters are used in tests

. which make three types of comparisons between the approximation
X and a solution XSOL. LMDER terminates when any of the tests
is satisfied. 1If any of the convergence parameters is less than
the machine precision (as defined by the MINPACK function
DPMPAR(1)), then LMDER only attempts to satisfy the test defined
by the machine precision. Further progress 1is not usually pos-
sible.

The tests assume that the functions and the Jacobian are coded
consistently, and that the functions are reasonably well
behaved. If these conditions are not satisfied, then LMDER may
incorrectly indicate convergence. The coding of the Jacobian
can be checked by the MINPACK subroutine CHKDER. If the Jaco-
bian is coded correctly, then the validity of the answer can be
checked, for example, by rerunning LMDER with tighter toler-
ances.

First convergence test. If ENORM(Z) denotes the Euclidean norm
of a vector Z, then this test attempts to guarantee that

ENORM(FVEC) .LE. (1+FTOL)*ENORM(EVECS),

where FVECS denotes the functions evaluated at XSOL. If this
condition is satisfied with FTOL = 10**(-K), then the final
residual norm ENORM(EVEC) has K significant decimal cdigits and
INFO is set to 1 (or to 3 if the second test is also satis-
fied). Unless high precision solutions are required, the
recommended value for FTOL is the sguare root of the machine
precision.



Second convergence test. If D is the diagonal m
entries are defined by the array DIAG then thi

to guarantee that
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ENORM(D* (X-XSOL)) .LE. XTOL*ENORM(D*XSOL).

If this condition is satisfied with XTOL = 10*%*#(-K), then the
larger components of D*X have K 51dn1f1cant decimal digits and
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INFO is set to 2 (or to 3 if the first test is also satis-
fied). There is a danger that the smaller components of D*X

may have large relative errors, but if MODE = 1, then the
accuracy of the components of X is usually related to their

sensitivity.
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ess high precision solutions are required,
the recommended value for XTOL is the sguare root of the

machine precision.

Third convergence test. This test is satisfied when the cosine
of the angle between FVEC and any column of the Jacobian at X
is at most GTOL in absolute value. There is no clear rela-
tionship between this test and the accuracy of LMDER, and
furthermore, the test is equally well satisfied at other crit-
ical points, namely maximizers and saddle points. Therefore,
termination caused by this test (INFO = 4) should be examined
carefully. The recommended value for GTOL is zero.

5. Unsuccessful completion.

Unsuccessful termination of LMDER can be due to improper input
parameters, arithmetic interrupts, or an excessive number of
function evaluations.

Improper input parameters. INFO is set to O if N .LE. O, or
M .LT. N, or LDFJAC .LT. M, or FTOL .LT. 0.DO, or
XTOL .LT. 0.DO, or GTOL .LT. 0.DO, or MAXFEV .LE. O, or

FACTOR .LE. 0.DO.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMDER. In this
case, it may be possible to remedy the situation by rerunning
LMDER with a smaller wvalue of FACTOR.

Excessive number of function evaluations. A reasonable value
for MAXFEV is 100%(N+1). If the number of calls to FCN with
IFLAG = 1 reaches MAXFEV, then this indicates that the routine
is converging very slowly as measured by the progress of EVEC,
and INFO is set to 5. In this case, it may be helpful to
restart LMDER with MODE set to 1.

6. Characteristics of the algorithm.

LMDER is a modification of the Levenberg-Marquardt algorithm.
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Two of its main characteristics involve the proper use of
implicitly scaled variables (if MODE = 1) and an optimal choice
for the correction. The use of implicitly scaled variables

achieves scale invariance of LMDER and limits the size of the
correction in any direction where the functions are changing
rapidly. The optimal choice of the correction guarantees (under
reasonable conditions) global convergence from starting points
far from the solution and a fast rate of convergence for prob-

- Lol

lems with small residuals.

Timing. The time required by LMDER to solve a given problem
devends on M and N, the behavior of the functions, the accu-

depends on I\

racy reguested, and the starting point. The number of arith-

metic operatlons needed by LMDER is about N**3 to process each
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evaluation of the functions {Cadll TO LN Wit JdZuaes andc
M*(N**2) to process each evaluation of the Jacobian (call to
FCN with IFLAG = 2). Unless FCN can be evaluated quickly, the
timing of LMDER will be strongly influenced by the time spent
in FCN.

Storage. LMDER requires M*N + 2*M + 6*N double precision sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

7. Subprograms regquired.

USER-supplied ...... FCN
MINPACK-supplied ... DPMPAR,ENORM, LMPAR, QRFAC, QRSOLV
FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT, MOD

8. References.
Jorge J. More, The Levenberg-Marquardt Algorithm, Implementatiocon

and Theory. Numerical Analysis, G. A. Watson, editor.
Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

9. Example.

The problem is to determine the values of x(1), x(2), and x(3)
which provide the best fit (in the least sguares sense) of

x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), i =1, 15
to the data

y = (0.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),



[PNOEONONON®!

ONO N

(@] Q0N

QOO0

93

Page 7
IR T o= s \ -5 /3 = 12 - 3 armA w2l 3 Y = marmfar /3 <rf 3\ Tha
wiilT Ll T \ - 4, Vi+) - 4L <+, alidu w41 - UL\ MU\ L ), VL)) PP Ps—
i-th mponent of EVEC is thus defined by

y(i) = (x(1) + u(i)/(v(1)*x(2) + w(i)*x(3))).

DRIVER FOR LMDER EXAMPLE.
DOUBLE PRECISION VERSION

LR X R R R X X X

INTEGER J,M,N,LDFJAC, MAXFEV,MODE, NPRINT, INFO, NFEV,NJEV,NWRITE

INTEGER TPVT/(R)

AEVALNTUN ALV e\

DOUBLE PRECISION FTOL,XTOL,GTOL, FACTOR, FNORM
DOUBLE PRECISION X(3),FVEC(15),FJAC(15,3),DIAG(3)

VD Akdu & AN a2 i vaN \ ]t A U RIS AR X AN

WAL(3),WA2(3).WA3(3),WA4(15)
DOUBLE PRECISION ENORM,DPMPAR
E

e S e~y

XTERNAL FCN
LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
DATA NWRITE /&6/

15
3

M
N

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

X(1) = 1.D0
X(2) = 1.DO
X(3) = 1.D0

LDFJAC = 15

SET ETOL AND XTOL TO THE SQUARE ROOT OF THE MACHINE PRECISION
AND GTOL TO ZERO. UNLESS HIGH PRECISION SOLUTIONS ARE
REQUIRED, THESE ARE THE RECOMMENDED SETTINGS.

FTOL = DSQRT(DPMPAR(1))
XTOL = DSORT(DPMPAR(1))
GTOL = 0.DO

MAXFEV = 400

MODE = 1

FACTOR = 1.D2

NPRINT = O

CALL LMDER(FCN,M,N,X,FVEC, FJAC,LDEFJAC, FTOL, XTCL,GTOL,

MAXFEV,DIAG, MODE, FACTOR, NPRINT, INFO,NFEV, NJEV,
IPVT,QTF, WAL, WA2,WA3, WA4Z)
FNORM = ENORM(M, EVEC)
WRITE (NWRITE,1000) EFNORM,NFEV,NJEV, INFO, (X(J),J=1,N)
STOP

1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
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5X,31H NUMBER OF FUNCTION EVALUATIONS,I10 //
SX,31H NUMBER OF JACOBIAN EVALUATIONS,I10 //
5X,15H EXIT PARAMETER, 16X,I10 //

5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)

LAST CARD OF DRIVER FOR LMDER EXAMPLE.

—— -~

LIND

SUBROUTINE FCN(M,N,X,FVEC,FJAC, LDFJAC, IFLAG)

D M OAT TN
INTEGER M,N,LDEJAC, IFLAG

DOUBLE

SUBROUTINE FCN FOR LMDER

PRECISION X(N),EVEC(M), FJAC(LDFJAC,6N)

XAMPLE.

INTEGER I

DOUBLE
DOUBLE

PRECISION TMP1,TMP2,TMP3, TMP4
PRECISION Y(15)

DATA Y(1),¥(2),Y(3),¥(4),Y(5),¥(6),Y(7),Y(8),
Y(9),¥(10),¥(11),¥(12),¥(13),¥(14),¥(15)
/1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D-1,3.9D-1,

3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/

IF (IFLAG .NE. 0) GO TO 5

INSERT PRINT STATEMENTS HERE WHEN NPRINT IS POSITIVE.
RETURN
CONTINUE
IF (IFLAG .EQ. 2) GO TO 20
Do 10 I =1, 15
TMP1 = I
TMP2 = 16 - 1
TMP3 = TMP1l

IF ¢(I .GT. 8) TMP3 = TMP2

EVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMPZ + X(3)*TMP3))

CONTINUE
GO TO 40
CONTINUE
po 30 I =1, 15
TMP1 = 1
TMP2 = 16 - 1
TMP3 = TMP1

IF

(I .GT. 8) TMP3 = TMP2

TMP4 = (X(2)*TMP2 + X(3)*TMP3)**2

FJAC(I,1) = -1.DO
FJAC(I,2) = TMP1*TMP2/TMP4
FJAC(I,3) = TMP1*TMP3/TMP4
CONTINUE

CONTINUE

XETURN

LAST CARD OF SUBROUTINE FCN.

END

Page 8
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Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01

NUMBER OF FUNCTION EVALUATIONS 6
NUMBER OF JACOBIAN EVALUATIONS 5

=

0.8241058D~-01 0.1133037D+01 0.2343695D+01
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Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

1. Purpose.

The purpose of LMSTR1 is to minimize the sum of the squares of M

. - s . . . o .
nonlinear functions in N variables by a modification of the

Levenberg-Marquardt algorithm which uses minimal storage. This
is done by using the more general least-squares solver LMSTR.
The user must provide a subroutine which calculates the func-
tions and the rows of the Jacobian.

2. Subroutine and type statements.

SUBROUTINE LMSTR1(FCN,M,N,X,FVEC, FJAC, LDEJAC, TOL,
* INFO, IPVT, WA, LWA)

INTEGER M, N, LDFJAC, INFO, LWA

INTEGER IPVT(N)

DOUBLE PRECISION TOL ,

DOUBLE PRECISION X(N),FVEC(M),FJAC(LDFJAC,N), WA (LWA)
EXTERNAL FECN

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMSTR1 and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMSTR1.

FCN is the name of the user-supplied subroutine which calculates
the functions and the rows of the Jacobian. FCN must be
declared in an EXTERNAL statement in the user calling program,
and should be written as follows.

SUBROUTINE FCN(M,N, X, FVEC,FJROW, IFLAG)

INTEGER M, N, IFLAG

DOUBLE PRECISION X(N),FVEC(M), FJROW(N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN TEIS VECTOR IN EVEC.

IF IFLAG = I CALCULATE THE (I-1)-ST ROW OF THE
JACOBIAN AT X AND RETURN THIS VECTOR IN FJROW.

RETURN
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END

The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of LMSTR1. In this case set
IFLAG to a negative integer
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N is a positive integer input variable set to the
variables. N must not exceed M.

X is an array of length N. On input X must contain an initial
estimate of the solution vector. On output X contains the
final estimate of the solution vector.

FVEC is an output array of length M which contains the functions

evaluated at the output X.

FJAC is an output N by N array. The upper triangle of FJAC con-
tains an upper triangular matrix R such that

T T T
P *(JAC *JAC)*P = R *R,

where P is a permutation matrix and JAC is the final calcu-
lated Jacobian. Column j of P is column IPVT(j) (see below)
of the identity matrix. The lower triangular part of EFJAC
contains information generated during the computation of R.

LDFJAC is a positive integer input variable not less than N
which specifies the leading dimension of the array FJAC.

TOL is a nonnegative input variable. Termination occurs when
the algorithm estimates either that the relative error in the
sum of squares is at most TOL or that the relative error
between X and the solution is at most TOL. Section 4 contains
more details about TOL.

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper input parameters.

INFO = 1 Algorithm estimates that the relative error in the
sum of squares is at most TOL.

INFO = 2 Algorithm estimates that the relative error between
X and the solution is at most TOL.

INFO = 3 Conditions for INFO = 1 and INFO = 2 both hold.

INFO = 4 FEVEC is orthogonal to the columns of the Jacobian to
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INFC = 5 Number of calls to ECN with IFLAG = 1 has reached
100* (N+1)

INFO = 6 TOL is too small. ©No further reduction in the sum
of squares 1s possible.

INFO = 7 TOL is too small. No further improvement in the
approximate solution X is possible.

Sections 4 and 5 contain more details about INFO.

IPVT is an integer output array of length N. IPVT defines a

permutation matrix P ciicrh +hat TJACO*D = N*R whara TAC 9 +he

MPTiLitwLA va Vil sud v o Swuedl wdidad v vawe o Y aNy WiliT L © Vi 4o iis

final calculated Jacobian, Q is orthogonal (not stored), and R
is upper triangular. Column j of P is column IPVT(j) of the
identity matrix.

WA is a work array of length LWA.

LWA is a positive integer input variable not less than 5*N+M.

Successful completion.

The accuracy of LMSTR1 is controlled by the convergence parame-
ter TOL. This parameter is used in tests which make three types
of comparisons between the approximation X and a solution XSOL.
LMSTR1 terminates when any of the tests is satisfied. If TOL is
less than the machine precision (as defined by the MINPACK func-
tion DPMPAR(1)), then LMSTR1 only attempts to satisfy the test
defined by the machine precision. Further progress is not usu-
ally possible. Unless high precision solutions are reguired,
the recommended wvalue for TOL is the sguare root of the machine
precision.

The tests assume that the functions and the Jacobian are coded
consistently, and that the functions are reasonably well
behaved. If these conditions are not satisfied, then LMSTR1 may
incorrectly indicate convergence. The coding of the Jacobian
can be checked by the MINPACK subroutine CHKDER. If the Jaco-
bian is coded correctly, then the validity of the answer can be
checked, for example, by rerunning LMSTR1 with a tighter toler-
ance.

First convergence test. If ENORM(Z) denotes the Euclidean norm
cf a vector 2, then this test attempts to guarantee that

ENORM(FVEC) .LE. (1+TOL)*ENORM(EVECS),
where FVECS denotes the functions evaluated at XSOL. If this

condition is satisfied with TOL = 10**(-K), then the final
residual norm ENORM(EFVEC) has K significant decimal digits and
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is also satis-
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Second convergence test. If D is a diagonal matri
generated by LMSTR1) whose entries contain scale

the variables, then this test attempts to gua

ENORM(D* (X-XSOL)) .LE. TOL*ENORM(D*

If this condition is satisfied with TOL = 10**(-K), then the
larger components of D*X have K significant decimal digits and
INFO is set to 2 (or to 3 if the first test is also satis-
fied). There is a danger that the smaller components of D*X
may have large relatlve errors, but the choice of D is such
that the accuracy of the components of X is usually related to

—ai -lli i ac =il AL AT 1 N

their sen51t1v1ty
Third convergence test. This test is satisfied when FVEC is
orthogonal to the columns of the Jacobian to machine preci-
sion. There is no clear relationship between this test and
the accuracy of LMSTR1l, and furthermore, the test is equally
well satisfied at other critical points, namely maximizers and
saddle points. Therefore, termination caused by this test
(INFO = 4) should be examined carefully.

e = v~ o A A me s

5. Unsuccessful completion.

Unsuccessful termination of LMSTR1 can be due to improper input
parameters, arithmetic interrupts, or an excessive number of
function evaluations.

Improper input parameters. INFO is set to O if N .LE. O, or
M .LT. N, or LDFJAC .LT. N, or TOL .LT. 0.DO, or
LWA .LT. S5*N+M.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMSTRl. 1In this
case, it may be possible to remedy the situation by not evalu-
ating the functions here, but instead setting the components
of FVEC to numbers that exceed those in the initial FVEC,
thereby indirectly reducing the step length. The step length
can be more directly controlled by using instead LMSTR, which
includes in its calling sequence the step-length- governing
parameter FACTOR.

Excessive number of function evaluations. If the number of
calls to FCN with IFLAG = 1 reaches 100*(N+1l), then this indi-
cates that the routine is converging very slowly as measured
by the progress of EVEC, and INFO is set to 5. In this case,
it may be helpful to restart LMSTR1l, thereby forcing it to
disregard old (and possibly harmful) information.
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6. Characteristics of the algorithm.

LMSTR1 is a modification of the Levenberg-Marquardt algorithm.
Two of its main characteristics involve the proper use of
implicitly scaled variables and an optimal choice for the cor-
rection. The use of implicitly scaled variables achieves scale
invariance of LMSTR1 and limits the size of the correction in
any direction where the functions are changing rapidly. The
optimal choice of the correction guarantees (under reasonable
conditions) global convergence from starting points far from the
solution and a fast rate of convergence for problems with small

—a o PP P

residuals.

Timing. The ti required by LMSTR1

depends on M and N, the behav ior of the functions, the accu-
racy requested, and the starting point. The number of arith-
metic operations needed by LMSTR1 is about.N**3 to process
each evaluation of the functions (call to FCN with IFLAG = 1)
and 1.5*%(N**2) to process each row of the Jacobian (call to
FCN with IFLAG .GE. 2). Unless FCN can be evaluated quickly,
the timing of LMSTR1 will be strongly influenced by the time
spent in FCN.

A o n mnroh
[ (929,

Al 1 a am
U SUVALVE a Yavioil

1
PRSHY

Storage. LMSTR1l requires N**2 + 2*M + 6*N double precision sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

7. Subprograms reguired.

USER-supplied ...... FCN

MINPACK=-supplied ... DPMPAR, ENORM, LMSTR, LMPAR, QRFAC, QRSOLV,
RWUPDT

FORTRAN~-supplied ... DABS,DMAX1,DMIN1,DSQRT,6 MOD

8. References.
Jorge J. More, The Levenberg-Marquardt Algorithm, Impleméntation
and Theory. Numerical Analysis, G. A. Watson, editor.
Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

9. Example.

The problem is to determine the values of x(1), x(2), and x(3)
which provide the best fit (in the least squares sense) of

x(1) + uw(i)/(v(i)*x(2) + w(i)*x(3)), 1 =1, 15"
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to the data

y = (0.14,0.18,0.22,0.25,0 29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),
where u(i) = i, v(i) = 16 - i, and w(1) = min(u(i),v(i)). The
i-th component of EFVEC is thus defined by

y(i) = (x(1) + u(i)/(v(i)*x(2) *+ w(i)*x(3))).

khkkrAxKk*kk**

DRIVER FOR LMSTR1 EXAMPLE.
DOUBLE PRECISION VERSION

khkkkkrxhkkixk

INTEGER J,M,N,LDFJAC

INTEGER IPVT(3)

DOUBLE PRECISION TOL, FNORM

DOUBLE PRECISION X(3),FVEC(15),FJAC(3,3),WA(30)
DOUBLE PRECISION ENORM,DPMPAR

EXTERNAL ECN

INEFO
LiNE v

LWA,NWRITE

/ ’

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
DATA NWRITE /6/

M
N

15
3

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

X(1) = 1.DO
X(2) = 1.D0
X(3) = 1.DO
LDEJAC = 3
LWA = 30

SET TOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

TOL = DSQRT(DPMPAR(1))

'CALL LMSTRI(ECN,M,N,X,EVEC, FJAC, LDFJAC, TOL,
INFO, IEVT, WA, LWA)

FNORM = ENORM(M, FVEC)

WRITE (NWRITE,1000) ENORM, INFO, (X(J),J=1,N)

STOP

_FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //

5X,15H EXIT PARAMETER, 16X,I110 //
5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)
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LAST CARD OF DRIVER FOR LMSTR1 EXAMPLE.
END
SUBROUTINE FCN(M,N, X, EVEC,FJROW, IFLAG)

INTEGER M, N, IFLAG
DOUBLE PRECISION X(N),FVEC(M), FJROW(N)

INTEGER 1

DOUBLE PRECISION TMP1,TMP2,TMP3,TMP4

DOUBLE PRECISION Y(15)

DATA Y(1),Y(2),Y(3),Y(4),Y(5),¥Y(6).¥Y(7),¥Y(8),
Y(9),Y(10),Y(11),Y(12),Y(13),Y(14),Y(15)
/1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D=1

3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/

IF (IFLAG .GE. 2) GO TO 20

DO 10 I = 1, 15

TMP1 = 1
TMP2 = 16 - I
TMP3 = TMP1

IF (I .GT. 8) TMP3 = TMP2

FVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))

CONTINUE
GO TO 40
CONTINUE
I = IFLAG - 1
TMP1 = I
TMP2 = 16 = 1
TMP3 = TMP1 ,
IF (I .GT. 8) TMP3 = TMP2
TMP4 = (X(2)*TMP2 + X(3)*TMP3)**2
FJROW(1) = =1.DO
FJROW(2) = TMP1+TMP2/TMP4
FJROW(3) = TMP1*TMP3/TMP4
CONTINUE
CONTINUE
RETURN

LAST CARD OF SUBROUTINE ECN.
END

Resulté obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01
EXIT PARAMETER 1
FINAL APPROXIMATE SOLUTION

0.8241058D-01 0.1133037D+01 0.2343695D+01

Page 7
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Documentation for MINPACK subroutine LMSTR

Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

The purpose of LMSTR is to minimize the sum of the squares of M
nonlinear functions in N variables by a modification of the
Levenberg-Marquardt algorithm which uses minimal storage. The
user must provide a subroutine which calculates the functions
and the rows of the Jacobian.

2. Subroutine and type statements.

SUBROUTINE LMSTR(FCN,M,N, X, FVEC, FJAC, LDFJAC, ETOL, XTOL, GTOL,
* MAXFEV,DIAG, MODE, FACTOR, NPRINT, INFO, NFEV, NJEV,
* IPVT,OTF, WAL, WA2, WA3, WA4)

INTEGER M, N, LDEJAC, MAXFEV, MODE, NPRINT, INFO, NFEV, NJEV

INTEGER IPVT(N)

DOUBLE PRECISION FTOL,XTOL,GTOL, FACTOR

DOUBLE PRECISION X(N),FVEC(M), FJAC(LDFJAC,N),DIAG(N),QTE(N),

* WAL (N),WA2(N),WA3 (N), WAL (M)

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMSTR and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMSTR.

FCN is the name of the user-supplied subroutine which calculates
the functions and the rows of the Jacobian. FCN must be
declared in an EXTERNAL statement in the user calling program,
and should be written as follows.

SUBRCUTINE FCN(M,N,X,EVEC,FJROW, IFLAG)

INTEGER M, N, IFLAG

DOUBLE PRECISION X(N),FVEC(M), FJROW(N)

IF IFLAG = 1 CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN FVEC.

IF IFLAG = I CALCULATE THE (I-1)-ST ROW OF THE
JACOBIAN AT X AND RETURN THIS VECTOR IN EJROW.

RETURN
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END
The value of IFLAG should not be changed by ECN unless the
user wants to terminate execution of LMSTR. In this case set

IFLAG to a negative integer.

s a positive integer input variable set to the number of
ctions

e eger input variable set to the number of
variables. N must not exceed M.

an -3n
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X is an array of length N. On input X must contain i
estimate of the solution vector. On output X contains t
ti t :

final estimate of the solu
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FVEC is an output array of length M which contains the functions
evaluated at the output X.

FJAC is an output N by N array. The upper triangle of FJAC con-
tains an upper triangular matrix R such that

T T T
P *(JAC *JAC)*P = R *R,

where P is a permutation matrix and JAC is the final calcu-
lated Jacobian. Column j of P is column IPVT(j) (see below)
of the identity matrix. The lower triangular part of FJAC
contains information generated during the computation of R.

LDFJAC is a positive integer input variable not less than N
which specifies the leading dimension of the array FJAC.

FTOL is a nonnegative input variable. Termination occurs when
both the actual and predicted relative reductions in the sum
of sguares are at most FTOL. Therefore, FTOL measures the
relative error desired in the sum of squares. Section 4 con-
tains more details about ETOL.

XTOL is a nonnegative input variable. Termination occurs when
the relative error between two consecutive iterates is at most
XTOL. Therefore, XTOL measures the relative error desired in
the approximate solution. Section 4 contains more details
about XTOL.

GTOL is a nonnegative input variable. Termination occurs when
the cosine of the angle between FVEC and any column of the
Jacobian is at most GTOL in absolute value. Therefore, GIOL
measures the orthogonality desired between the function vector
and the columns of the Jacobian. Section 4 contains more
details about GTOL.

MAXFEV is a positive integer input variable. Termination occurs
when the number of calls to FCN with IFLAG = 1 has reached
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AG is an array o VODE = 1 (see below), DIAG is
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internally set. If MODE = 2, DIAG must contain positive
entries that serve as multiplicative scale factors for the
variables.

MODE 1s an integer input variable. If MODE = 1, the variables
will be scaled internally. If MODE = 2, the scaling is speci-
fied by the input DIAG. Other values of MODE are equivalent
to MODE = 1.

FACTOR is a positive input variable used in determining the ini-
tial step bound This bound is set to the product of FACTOR
and the Euclidean norm of DIAG*X if nonzero, or else to FACTOR
itself. In most cases FACTOR should lie in the interval
(.1,100.) 100. is a generally recommended value

NPRINT is an integer input variable that enables controlled
printing of iterates if it is positive. In this case, ECN is
called with IFLAG = O at the beginning of the first iteration
and every NPRINT iterations thereafter and immediately prior
to return, with X and EVEC available for printing. If NPRINT
is not positive, no special calls of ECN with IFLAG = O are
made.

INFO is an integer output variable. If the user has terminated

execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper input parameters.

INFO = 1 Both actual and predicted relative reductions in the
sum of sguares are at most ETOL.

INFO = 2 Relative error between two consecutive iterates is
at most XTOL.

INFO = 3 Conditions for INFO = 1 and INFO = 2 both hold.

INFO = 4 The cosine of the angle between FVEC and any column
of the Jacobian is at most GTOL in absolute value.

INFO = 5 Number of calls to FCN with IFLAG = 1 has reached
MAXFEV.

INFO = 6 FTOL is too small. No further reduction in the sum
of sgquares is possible.

INFO = 7 XTOL is too small. ©No further improvement in the
approximate solution X is possible.

INFO = 8 GTOL is too small. FVEC is orthogonal to the
columns of the Jacobian to machine precision.
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Sections 4 and 5 contain more details about INEFO.
NEEV is an integ set to the num
FCN with IFLAG
integer output variable set to the number of calls to
FLAG = 2.

IPVT is an integer output array of length N. IPVT defines a
permutation matrix P such that JAC*P = Q*R, where JAC is the
final calculated Jacobian, Q is orthogonal (not stored), and R

Ty s t’(.e

is upper triangular. Column j of P is column IPVT(j) of
identity matrix.

QTF is an output array of length N which contains the first N
elements of the vector (Q transpose)*EVEC.

WAl, WA2, and WA3 are work arrays of length N.

WA4 is a work array of length M.

4. Succeséful completion.

The accuracy of LMSTR is controlled by the convergence parame-
ters FTOL, XTOL, and GTOL. These parameters are used in tests
which make three types of comparisons between the approximation
X and a solution XSOL. LMSTR terminates when any of the tests
is satisfied. 1If any of the convergence parameters is less than
the machine precision (as defined by the MINPACK function
DPMPAR(1)), then LMSTR only attempts to satisfy the test defined
by the machine precision. Further progress is not usually pos-
sible.

The tests assume that the functions and the Jacoblan are coded
consistently, and that the functions are reasonably well
behaved. If these conditions are not satisfied, then LMSTR may
incorrectly indicate convergence. The coding of the Jacobian
can be checked by the MINPACK subroutine CHKDER. If the Jaco-
bian is coded correctly, then the validity of the answer can be
checked, for example, by rerunning LMSTR with tighter toler-
ances.

First convergence test. If ENORM(Z) denotes the Euclidean norm
of a vector Z, then this test attempts to guarantee that

ENORM(FVEC) .LE. (1+FTOL)*ENORM(EVECS),

where FVECS denotes the functions evaluated at XSOL. If this
condition is satisfied with FTOL = 10%*(-K), then the final
residual norm ENORM(FVEC) has K significant decimal digits and
INFO is set to 1 (or to 3 if the second test is also satis-
fied). Unless high precision solutions are required, the
recommended value for FTOL is the square root of the machine
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cond convergence test. If D is the diagonal matr
entries are defined by the array DIAG, then this
to guarantee that

ix whose
test attempts

ENORM(D* (X-XSOL)) .LE. XTOL*ENORM(D*XSOL).

If this condition is satisfied with XTOL = 10**(-K), then the
larger components of D*X have K significant decimal digits and
INFO is set to 2 (or to 3 if the first test is also satis-

fied). There is a danger that the smaller components of D*X

—mavr hl hl 4+ s . -
may have large relative errors, but if MODE = 1, then the

accuracy of the components of X is usually related to their
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sion solutions are required,
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the recommended value for XTOL is the square root of the
machine precision. -

Third convergence test. This test is satisfied when the cosine
of the angle between FVEC and any column of the Jacobian at X
is at most GTOL in absolute value. There is no clear rela-
tionship between this test and the accuracy of LMSTR, and
furthermore, the test is equally well satisfied at other crit-
ical points, namely maximizers and saddle points. Therefore,
termination caused by this test (INFO = 4) should be examined
carefully. The recommended value for GTOL is zero.

Unsuccessful completion.

Unsuccessful termination of LMSTR can be due to improper input
parameters, arithmetic interrupts, or an excessive number of
function evaluations.

Improper input parameters. INFO is set to O if N .LE. O, or
M .LT. N, or LDFJAC .LT. N, or FTOL .LT. 0.DO, or
XTOL .LT. 0.DO, or GTOL .LT. 0.DO, or MAXFEV .LE. O, or

FACTOR .LE. 0.DO.

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMSTR. In this
case, 1t may be possible to remedy the situation by rerunning
LMSTR with a smaller value of FACTOR.

Excessive number of function evaluations. A reasonable value
for MAXFEV is 100*(N+1l). 1If the number of calls to FCN with
IFLAG = 1 reaches MAXFEV, then this indicates that the routine
is converging very slowly as measured by the progress of EVEC,
and INFO is set to 5. In this case, it may be helpful to
restart LMSTR with MODE set to 1.

Characteristics of the algorithm.
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LMSTR is a modification of the Levenberg-Marguardt algorithm.
Two of its main characteristics involve the proper use of
implicitly scaled variables (if MODE = 1) and an optimal choice

for the correction. The use of implicitly scaled variables
anchieves scale invariance of LMSTR and limits the size of the

alllieVes oSLaltT lllvVval lallkt —

correction in any direction where the functions are changing
rapidly The optimal choice of the correction guarantees (under

Qpid sy . Ll opLliial SFes

reasonable conditions) global convergence from starting points

far from the solution and a fast rate of convergence for prob-

=1 =

lems with small residuals.

Timing. The time reguired by LMSIR to sclve a given problem
depends on M and N, the behavior of the functions, the accu-
racy requested, and the starting point. The number of arith-

metic operations needed by LMSTR 1s about N**3 to process each
evaluation of the functions (call to FCN with IFLAG = 1) and
1.5%(N*%*2) to process each row of the Jacobian (call to ECN
with IFLAG .GE. 2). Unless ECN can be evaluated quickly, the
timing of LMSTR will be strongly influenced by the time spent
in FCN.

Storage. LMSTR requires N**2 + 2*M + 6*N double precision sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

Subprograms required.

USER-supplied ...... ECN
MINPACK-supplied ... DPMPAR, ENORM, LMPAR, QRFAC, QRSOLV, RWUPDT
FORTRAN-supplied ... DABS,DMAXI,DMINl,DSQRT,MOD

References.

Jorge J. More, The Levenberg-Marquardt Algorithm, Implementation
and Theory. Numerical Analysis, G. A. Watson, editor.
Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

Example.

The problem is to determine the values of x(1), x(2), and x(3)
which provide the best fit (in the least squares sense) of

x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), i=1, 15
to the data

y = (0.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),
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where u(i) =1, v(i) = 16 - i, and w(i) = min(u(i),v(i))-
i-th component of FVEC is thus defined by

+H
-
e
(1]

y(i) = (x(1) + u(i)/(v(1)*x(2) + w(i)*x(3))).

LR R R R

DRIVER FOR

LMSTR E L
DOUBLE PRECISION VERSION

DFJAC,MAXFEV,MODE, NPRINT, INFO,NFEV,NJEV,NWRITE

v/1) TURC/1ISY TTIACNI2 3N DIAGIRIY O
A\9),EVEC(10),0val(S5,9),0vinu (v},

WAL(3),WA2(3),WA3(3),WA4(15
DOUBLE PRECISION ENORM, DPMPAR
EXTERNAL FCN

L

)

ON FTOL, XTOL, GTOL, FACTOR, FNCRM
ON

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
DATA NWRITE /6/

M
N

15
3

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

X(1l) = 1.DO
X(2) = 1.D0
X(3) = 1.D0
LDEJAC = 3

SET FTOL AND XTOL TO THE SQUARE ROOT OF THE MACHINE PRECISION
AND GTOL TO ZERO. UNLESS HIGH PRECISION SCLUTIONS ARE
REQUIRED, THESE ARE THE RECOMMENDED SETTINGS.

FTOL = DSORT(DPMPAR(1))
XTOL = DSORT(DPMPAR(1))
GTOL = 0.DO

MAXFEV = 400

MODE = 1

FACTOR = 1.D2

NPRINT = 0

CALL LMSTR(FCN,M,N,X,FVEC,FJAC,LDFJAC, FTOL, XTOL,GTOL,

MAXFEV,DIAG,MODE, FACTOR, NPRINT, INFO,NFEV, NJEV,
) IPVT,QTF , WAl ,WA2 ,WA3 ,WA4L)
TNORM = ENORM(M, EVEC)
WRITE (NWRITE,1000) FENORM,NFEV,NJEV, INFO, (X(J),J=1,N)
STOP

1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
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5X,31H NUMBER OF FUNCTION EVALUATIONS,I10 //
5X,31H NUMBER OF JACOBIAN EVALUATIONS,I10 //
5X,15H EXIT PARAMETER,16X,I110 //

5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)

LAST CARD OF DRIVER FOR LMSTR EXAMPLE.

™\
LSIND

SUBROUTINE ECN(M,N,X,FVEC, FJROW, IFLAG)

TNTEATR M N O TET AL
INILGAR M, N, LZLaAso

DOUBLE PRECISION X(N),EFVEC(M),6 FJROW(N)
SUBROUTINE ECN FOR LMSTR EXAMPLE.

INTEGER I

DOUBLE PRECISION TMP1,TMP2, TMP3, TMP4

DOUBLE PRECISION Y(15)

DATA Y(1),Y(2),Y(3),¥(4),Y(5),Y(6),Y(7),¥(8),
¥(9),Y(10),Y(11),¥(12),¥(13),Y(14),Y(15)

Page 8

/1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D-1,3.9D-1, ,

3.7b-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/

IF (IFLAG .NE. 0) GO TO 5

INSERT PRINT STATEMENTS HERE WHEN NPRINT IS POSITIVE.

RETURN
CONTINUE
IF (IFLAG .GE. 2) GO TO 20
DO 10 I = 1, 15
TMP1 = I
TMP2 = 16 = I
TMP3 = TMP1
IF (I .GT. 8) TMP3 = TMP2
FVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))
CONTINUE
GO TO 40
CONTINUE
I = IFLAG - 1
TMP1 = I
TMP2 = 16 - I
TMP3 = TMP1
IF (I .GT. 8) TMP3 = TMP2
TMP4 = (X(2)*TMP2 + X(3)*TMP3)*%2
FJROW(1) = -1.DO
FJROW(2) = TMP1%*TMP2,/TMP4
FJROW(3) = TMP1*TMP3/TMP4
CONTINUE
CONTINUE
RETURN

LAST CARD OF SUBROUTINE FCN.

END
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Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01

NUMBER OF FUNCTION EVALUATIONS 6

OF JACORIAN EVALUATIONS

(¥,

=

0.8241058D-01 0.1133037D+01 0.2343695D+01
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Documentation for MINPA‘K‘subroutine LMDIF1
Double precision version
Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

The purpose of LMDIFl is to minimize the sum of the squares of M
nonlinear functions in N variables by a modification of the
Levenberg-Marquardt algorithm. This is done by using the more
general least-squares solver LMDIF. The user must provide a
subroutine which calculates the functions. The Jacobian is then
calculated by a forward-difference approximation.

-

2. Subroutine and type statements.

SUBROUTINE LMDIF1(FCN,M,N,X,EFVEC, TOL, INFO, IWA, WA ,6 LWA)
INTEGER M,N, INFO, LWA

INTEGER IWA(N)

DOUBLE PRECISION TOL

DOUBLE PRECISION X(N),EVEC(M),WA(LWA)

EXTERNAL FCN

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMDIFl and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMDIF1.

FCN is the name of the user-supplied subroutine which calculates
the functions. FCN must be declared in an EXTERNAL statement
in the user calling program, and should be written as follows.

SUBROUTINE FCN(M,N, X, EVEC, IFLAG)
INTEGER M,N, IFLAG

DOUBLE PRECISION X(N),EFVEC(M)
CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN FVEC.

The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of LMDIF1. In this case set
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IFLAG to a negative integer.

M is a positive integer input variable set to
functions.

s
a
"
£
t
)
"
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rh

N is a positive integer input variable set to the number of

______ . |

variables. N must not exceed M.

X is an array of length N. On input X must contain an initial
estimate of the solution vector. On output X contains the
final estimate of the solution vector.

FVEC is an output array of length M which contains the functions
evaluated at the output X. d

evalllialtl ab% Llle >

the algorithm estimates either that the relative error 1in
sum of squares is at most TOL or that the relative error
between X and the solution is at most TOL. Section 4 contains
more details about TOL. ~

TOL is a nonnegative input variable. Termination occurs when
f—

2 tdlemr +lhad +ha »r»alat+iwva arror in he

INFO is an integer output variable. If the user has terminated
execution, INFO is set to the (negative) value of IFLAG. See
description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper 1nput parameters.

INFO = 1 Algorithm estimates that the relative error in the
sum of sguares is at most TOL.

INFO = 2 Algorithm estimates that the relative error between
X and the solution is at most TOL.

INFO = 3 Conditions for INFO = 1 and INFO = 2 both hold.

INFO = 4 FEVEC is orthogonal to the columns of the Jacobian to
machine precision.

INFO = 5 Number of calls to EFCN has reached or exceeded
200* (N+1).

INFO = 6 TOL is too small. No further reduction in the sum
of squares is possible.

INFO = 7 TOL is too small. No further improvement in the
approximate solution X is possible.

Sections 4 and 5 contain more details about INFO.
IWA is an integer work array of length N.
WA is a work array of length LWA.

LWA is a positive integer input variable not less than
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M*N+5*N+M.

4. Successful completion.

The accuracy of LMDIFl is controlled by the convergence parame-
ter TOL. This parameter is used in tests which make three types

- pFasanic Lol 2o Bt 2 L=l wlllCl = < - Y}

of comparisons between the approximation X and a solution XSOI
LMDIF1 terminates when any of the tests is satisfied. I
less than the machine precision (as defined by the MINFPA
tion DPMPAR(1)), then LMDIF1l only attempts to satisfy the test
defined by the machine precision. Further progress is not usu-
ally possible. Unless high precision solutions are required,
the recommended value for TOL is the square root of the machine
precision.

The tests assume that the functions are reasonably well behaved.
If this condition is not satisfied, then LMDIFl may incorrectly
indicate convergence. The validity of the answer can be
checked, for example, by rerunning LMDIFl with a tighter toler-
ance.

First convergence test. If ENORM(Z) denotes the Euclidean norm
of a vector Z, then this test attempts to guarantee that

ENORM(FVEC) .LE. (1+TOL)*ENORM(EFVECS),

where FVECS denotes the functions evaluated at XSOL. If this
condition is satisfied with TOL = 10%**(-K), then the final
residual norm ENORM(EFVEC) has K significant decimal digits and
INFO is set to 1 (or to 3 if the second test is also satis-
fied).

Second convergence test. If D is a diagonal matrix (implicitly
generated by LMDIF1l) whose entries contain scale factors for
the variables, then this test attempts to guarantee that

ENORM(D*(X-XSOL)) .LE. TOL*ENORM(D*XSOL).

If this condition is satisfied with TOL = 10*#*(-K), then the
larger components of D*X have K significant decimal digits and
INFO is set to 2 (or to 3 if the first test is also satis-
fied). There is a danger that the smaller components of D*X
may have large relative errors, but the choice of D is such
that the accuracy of the components of X is usually related to
their sensitivity.

Third convergence test. This test is satisfied when EVEC is
orthogonal to the columns of the Jacobian to machine preci-
sion. There is no clear relationship between this test and
the accuracy of LMDIFl, and furthermore, the test is equally
well satisfied at other critical points, namely maximizers and
saddle points. Also, errors in the functions (see below) may
result in the test being satisfied at a point not close to the
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minimum. Therefore, termination caused by this test
(INFO = 4) should be examined carefully.

5. Unsuccessful completion
Unsuccessful termination of LMDIF1l can be due to improper input
parameters, arithmetic interrupts, an exces ive number of func-

tion evaluations, or errors in the functions.

INFO is set to O if N .LE. O, or

~ LY R N [ R S SN V. 4

or LWA .LT. M*N+35*N+I.

Improper inbut parameters.
M .LT. N, or TOL .LT. 0.DO,

Arithmetic interrupts. If these interrupts occur in the FCN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMDIF1. In this
case, it may be possible to remedy the situation by not evalu-
ating the functions here, but instead setting the components
of FVEC to numbers that exceed those in the initial EVEC,
thereby indirectly reducing the step length. The step length .
can be more directly controlled by using instead LMDIF, which
includes in its calling sequence the step-length- overning
parameter FACTOR.

Excessive number of function evaluations. If the number of
calls to FCN reaches 200*(N+1), then this indicates that the
routine is converging very slowly as measured by the progress
of EVEC, and INFO is set to 5. In this case, it may be help-
ful to restart LMDIF1l, thereby forcing it to disregard cld
(and possibly harmful) information.

Errors in the functions. The choice of step length in the for-
ward-difference approximation to the Jacobian assumes that the
relative errors in the functions are of the order of the
machine precision. If this is not the case, LMDIFl may fail
(usually with INFO = 4). The user should then use LMDIF
instead, or one of the programs which require the analytic
Jacobian (LMDER1 and LMDER).

6. Characteristics of the algorithm.

LMDIFl is a modification of the
Two of its main characteristics
implicitly scaled variables and
rection. The use of implicitly
invariance of LMDIFl and limits

Levenberg-Margquardt algorithm.
involve the proper use of

an optimal choice for the cor-
scaled variables achieves scale
the size of the correction in

any direction where the functions are changing rapidly. The
optimal choice of the correction guarantees (under reasonable
conditions) global convergence from starting points far from the
solution and a fast rate of convergence for problems with small

residuals.

Timing.

The time required by LMDIF1l to solve a given problem
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depends on M and N, the behavior of the functions, the accu-
racy requested, and the starting point. The number of arith-
metic operations needed by LMDIF1l is about N**3 to process

(SO & Lo Pl

each evaluatlon of the functlons (one call to ECN) and
M* (N**2) to process each approximation to the Jacobian (N

calls to ECN) Unless FCN can be evaluated quickly, the tim-

ing of LMDIF1l will be strongly influenced by the time spent in
FCN.

Storage. LMDIF1l requires M*N + 2*M + 6*N double precision sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

Subprograms required.
USER-supplied ...... ECN
MINPACK-supplied ... DPMPAR,ENORM, FDJAC2,LMDIF, LMPAR,
ORFAC, QRSOLV
FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT, MOD

References.
Jorge J. More, The Levenberg-Marquardt Algorithm, Implementation

and Theory. Numerical Analysis, G. A. Watson, editor.
Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

Example.

The problem is to determine the values of x(1), x(2), and x(3)
which provide the best fit (in the least sgquares sense) of

Xx(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), i=1, 15
to the data

y = (0.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),

where u(i) = i, v(i) = 16 - i, and w(i) = min(u(i),v(i)). The
i-th component of EVEC is thus defined by

y(i) = (x(1) + u(i)/(v(i)*x(2) + w(i)*x(3))).

DRIVER FOR LMDIF1 EXAMPLE.
DOUBLE PRECISION VERSION
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C AXRXKXXXKXKXX
INTEGER J,M,N, INFO,LWA,NWRITE
INTEGER IWA(3)
DOUBLE PRECISION TOL, FNORM
DOUBLE PRECISION X(3),EVEC(15),WA(75)
DOUBLE PRECISION ENORM,DPMPAR
EXTERNAL FCN

Q00

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.

DATA NWRITE /6/

(@}

5

W

M
N

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

QaOaQ

1.D0
1.D0
1.D0

X(1)
X(2)
X(3)

SET TOL TO THE SQUARE ROOT OF THE MACHINE PRECISION.
UNLESS HIGH PRECISION SOLUTIONS ARE REQUIRED,
THIS IS THE RECOMMENDED SETTING.

ONONONONO NS

TOL = DSQRT(DPMPAR(1))

Q

CALL LMDIF1(FCN,M,N,X,EVEC,TOL, INFO, IWA, WA, LWA)
FNORM = ENORM(M, EVEC)
WRITE (NWRITE,1000) ENORM, INFO, (X(J),J=1,N)
STOP
1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
* 5X,15H EXIT PARAMETER, 16X,I10 //
* 5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)

LAST CARD OF DRIVER FOR LMDIF1 EXAMPLE.

ONONO]

END

SUBROUTINE ECN(M,N,X,6EVEC, IFLAG)
INTEGER M, N, IFLAG

DOUBLE PRECISION X(N),FVEC(M)

SUBROUTINE FCN FOR LMDIFl EXAMPLE.

HONONe!

INTEGER I

DOUBLE PRECISION TMP1,TMP2, TMP3

DOUBLE PRECISION Y(15)

DATA Y(1),Y(2),Y(3),Y(4),7(5),Y(6),¥(7),Y(8),

* Y(9),Y(10),¥(11),¥(12),Y(13),¥(14),Y(15)

* /1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D-1,3.9D-1,
* 3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/
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DO 10 I =1, 15
TMP1 = 1
TMP2 = 16 - 1
TMP3 = TMP1

IF (I .GT. 8) TMP3 = TMP2
FVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))
CONTINUE

TTRN]

ko
) WANLY

|

Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01
EXIT PARAMETER 1
FINAL APPROXIMATE SOLUTION

0.8241057D-01 0.1133037D+01 0.2343695D+01

Page 7
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Documentation for MINPACK subroutine LMDIF
Double precision version
Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

PR N T-Y

The purpose of LMDIF is to minimize the sum of the squares of M
nonlinear functions in N variables by a modification of the
Levenberg-Marquardt algorithm. The user must provide a subrou-
tine which calculates the functions. The Jacobian is then cal-
culated by a forward-difference approximation.

2. Subroutine and type statements.

SUBROUTINE LMDIF(FCN,M,N,X, FVEC, FTOL, XTOL, GTOL, MAXFEV, EPSFCN,
* DIAG,MODE, FACTOR, NPRINT, INFO, NFEV, FJAC, LDFJAC,
* IPVT, OTF, WAl, WA2, WA3, WA4)

INTEGER M,N, MAXFEV, MODE,NPRINT, INFO,NFEV, LDEJAC

INTEGER IPVT(N)

DOUBLE PRECISION FTOL,XTOL,GTOL,EPSFCN, FACTOR

DOUBLE PRECISION X(N),EVEC(M),DIAG(N),FJAC(LDEJAC,N),QTF(N),

* : WAL(N),WA2(N),WA3(N), WAL (M)

EXTERNAL FCN

3. Parameters.

Parameters designated as input parameters must be specified on
entry to LMDIF and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from LMDIF.

FCN is the name of the user-supplied subroutine which calculates
the functions. FCN must be declared in an EXTERNAL statement
in the user calling program, and should be written as follows.

SUBROUTINE FCN(M,N,X,FVEC, IFLAG)
INTEGER M,N, IFLAG

DOUBLE PRECISION X(N),EFVEC(M)
CALCULATE THE FUNCTIONS AT X AND
RETURN THIS VECTOR IN EVEC.
RETURN

END
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The value of IFLAG should not be changed by FCN unless the
user wants to terminate execution of LMDIF. In this case set
IFLAG to a negative integer.

ot
1A

functions.

N is a positive integer input variable set to the number of
variables. N must not exceed M.

X is an array of length N. On input X must contain an initial
estimate of the solution vector. On output X contains the
final estimate of the solution vector.

FVEC is an output array of length M which contains the functions
evaluated at the output X.

FTOL is a nonnegative input variable. Termination occurs when
both the actual and predicted relative reductions in the sum
of squares are at most FTOL. Therefore, FTOL measures the
relative error desired in the sum of squares. Section 4 con-
tains more details about FTOL.

XTOL is a nonnegative input variable. Termination occurs when
the relative error between two consecutive iterates is at most
XTOL. Therefore, XTOL measures the relative error desired in
the approximate solution. Section 4 contains more details
about XTOL.

GTOL is a nonnegative input variable. Termination occurs when
the cosine of the angle between EVEC and any column of the
Jacobian is at most GTOL in absolute value. Therefore, GTOL
measures the orthogonality desired between the function vector
and the columns of the Jacobian. Section 4 contains more
details about GTOL.

MAXFEV is a positive integer input variable. Termination occurs
when the number of calls to FCN is at least MAXFEV by the end
of an iteration.

EPSFCN is an input variable used in determining a suitable step
for the forward-difference approximation. This approximation
assumes that the relative errors in the functions are of the
order of EPSFCN. If EPSFCN is less than the machine preci-
sion, it is assumed that the relative errors in the functions
are of the order of the machine precision.

DIAG is an array of length N. If MODE = 1 (see below), DIAG is
internally set. If MODE = 2, DIAG must contain positive
entries that serve as multiplicative scale factors for the
variables.

MODE is an integer input variable. If MODE = 1, the variables
will be scaled internally. If MODE = 2, the scaling is
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put DIAG. Other values of MODE are equiva-

FACTOR is a positive input variable used in determining the ini-
tial step bound. This bound is set to the product of FACTOR
and the Euclidean norm of DIAG*X if nonzero, or else to FACTOR

itself. In most cases FACTOR should lie in the interval
(.1,100.). 100. is a generally recommended value.

NPRINT is an integer input variable that enables controlled
printing of iterates if it is positive. In this case, FCN is
called with IFLAG = O at the beginning of the first iteration

nd every NPRINT iterations thereafter and immediately prior

au.u. cveodly ANL AN L LY L - - e @ evdViIIO waiT LA TOAL T aidl |34 80— 50 BV N
to return, with X and FVEC available for printing. If NPRINT
is not positive, no special calls of FCN with IFLAG = 0 are
made.

CL.

INFO is an integer output variable. If the user has terminate

t
execution, INFO is set to the (negative) value of IFLAG. Se
description of FCN. Otherwise, INFO is set as follows.

INFO = 0 Improper input parameters.

INFO = 1 Both actual and predicted relative reductions in the
sum of sgquares are at most ETOL.

INFO = 2 Relative error between two consecutive iterates is
at most XTOL.

INFO = 3 Conditions for INFO = 1 and INFO = 2 both hold.

INFO = 4 The cosine of the angle between EVEC and any column
of the Jacobian is at most GTOL in absolute value.

INFO = 5 Number of calls to FCN has reached or exceeded
MAXFEV. '

INFO = 6 FTOL is too small. No further reduction in the sum
of squares is possible.

INFO = 7 TOL is too small. No further improvement in the
approximate solution X is possible.

INFO = 8 GTOL is too small. FVEC is orthogonal to the
columns of the Jacobian to machine precision.

Sections 4 and 5 contain more details about INFO.

NFEV is an integer output variable set to the number of calls to
FCN.

FJAC is an output M by N array. The upper N by N submatrix of
FJAC contains an upper triangular matrix R with diagonal ele-
ments of nonincreasing magnitude such that
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P *(JAC *JAC)*P = R *R,

where P is a permutation matrix and JAC is the final calcu-
lated Jacobian. Column j of P is column IPVT(J) (see below)
of the identity matrix. The lower trapezoidal part of FJAC
contains information generated during the computation of R.

LDFJAC is a positive integer input variable not less than M
which specifies the leading dimension of the array FJAC

IPVT is an integer output array of length N. IPVT defines a
permutation matrix P such that JAC*P = Q*R, where JAC is the

final calculated Jacobian, Q is orthogonal (not stored), and R
is upper triangular with diagonal elements of nonincreasing
magnitude. Column j of P is column IPVT(j) of the identity
matrix.

OTF is an output array of length N which contains the first N
elements of the vector (Q transpose)*FVEC.

1.7 -
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WA4 is a work array of length M.

4. Successful completion.

The accuracy of LMDIF is controlled by the convergence parame=
ters FTOL, XTOL, and GTOL. These parameters are used in tests
which make three types of comparisons between the approximation
X and a solution XSOL. LMDIF terminates when any of the tests
is satisfied. If any of the convergence parameters is less than
the machine precision (as defined by the MINPACK function
DPMPAR(1)), then LMDIF only attempts to satisfy the test defined
by the machine precision. Further progress is not usually pos-
sible.

The tests assume that the functions are reasonably well behaved.

If this condition is not satisfied, then LMDIF may incorrectly

indicate convergence. The validity of the answer can be

checked, for example, by rerunning LMDIF with tighter toler-

ances.

First convergence test. If ENORM(Z) denotes the Euclidean norm
of a vector Z, then this test attempts to guarantee that

ENORM(EVEC) .LE. (1+FTOL)*ENORM(FVECS),

where FVECS denotes the functions evaluated at XSOL. If this
condition is satisfied with FTOL = 10%**(-K), then the final
residual norm ENORM(FVEC) has K significant decimal digits and
INFO is set to 1 (or to 3 if the second test is also satis-
fied). Unless high precision solutions are regquired, the
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recommended value for FTOL is the square root of the machine

precision.

Second convergence test. If D is the diagonal matrix whose
entries are defined by the array DIAG, then this test attempts
to guarantee that

ENORM(D* (X-XSOL)) .LE. XTOL
If this condition is satisfied with XTOL = 10**(-K), then the

larger components of D*X have K significant decimal digits and
INFO is set to 2 (or to 3 if the first test is also satis-

fied) There is a danger that the smaller components of D*X
may have large relative errors, but if MODE = 1, then the
accuracy of the components of X is nc:n:ﬂ'lv rela'l'p(i to their
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sensitivity. Unless high precision solutlons are required,
the recommended value for XTOL is the square root of the
machine precision.

Third convergence test. This test is satisfied when the cosine
of the angle between FVEC and any column of the Jacobian at X
is at most GTOL in absolute value. There is no clear rela-
tionship between this test and the accuracy of LMDIF, and
furthermore, the test is equally well satisfied at other crit-
ical points, namely maximizers and saddle points. Therefore,
termination caused by this test (INFO = 4) should be examined
carefully. The recommended value for GTOL is zero.

5. Unsuccessful completion.

Unsuccessful termination of LMDIF can be due to improper input
parameters, arithmetic interrupts, or an excessive number of
function evaluations.

Improper input parameters. INFO is set to C if N .LE. O, or
M .LT. N, or LDFJAC .LT. M, or FTOL .LT. 0.DO, or
XTOL .LT. 0.DO, or GTOL .LT. 0.DO, or MAXFEV .LE. O, or
FACTOR .LE. 0.DO.

Arithmetic interrupts. If these interrupts occur in the ECN
subroutine during an early stage of the computation, they may
be caused by an unacceptable choice of X by LMDIF. In this
case, it may be possible to remedy the situation by rerunning
LMDIF with a smaller value of FACTOR.

Excessive number of function evaluations. A reasonable value
for MAXFEV is 200*(N+1). If the number of calls to ECN
reaches MAXFEV, then this indicates that the routine is con-
verging very slowly as measured by the progress of EVEC, and
INFO is set to 5. In this case, it may be helpful to restart
LMDIF with MODE set to 1.
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Characteristics of the algorithm
LMDIF is a modification of the Levenberg-Margquardt algorithm.

il
Two of its main characteristics involve the proper use of
implicitly scaled variables (if MODE = 1) and an optimal choice
for the correction. The use of implicitly scaled variables
achieves scale invariance of LMDIF and limits the size of the
correction in any direction where the functions are changing

PR LR PN B OF 23 il

rapidly. The optlmal choice of the correction guarantees (under
reascnable conditions) global convergence from starting points
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far from the solution and a fast rate of convergence for prob-
v

lems with small residuals.

Timing. The time required by LMDIF to solve a given problem
depends on M and N, the behavior of the functions, the accu-
racy requested, and the starting point. The number of arith-

metic operations needed by LMDIF is about N**3 to process each
evaluation of the functions (one call to FCN) and M*(N**2) to
process each approximation to the Jacobian (N calls to ECN).
Unless FCN can be evaluated quickly, the timing of LMDIF will

be strongly influenced by the time spent in FCN.

Storage. LMDIF requires M*N + 2*M + 6*N double prec151on sto-
rage locations and N integer storage locations, in addition to
the storage required by the program. There are no internally
declared storage arrays.

Subprograms regquired.

USER-supplied ...... FCN
MINPACK-supplied ... DPMPAR,ENORM, FDJAC2, LMPAR, QRFAC, QRSOLV
FORTRAN-supplied ... DABS,DMAX1,DMIN1,DSQRT, MOD

8. References.

Jorge J. More, The Levenberg-Marguardt Algorithm, Implementation
and Theory. Numerical Analysis, G. A. Watson, editor.

Lecture Notes in Mathematics 630, Springer-Verlag, 1977.

9. Example.

The problem is to determine the values of x(1), x(2), and x(3)
which provide the best fit (in the least sguares sense) of

x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), i =1, 15

to the data
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y = (0.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),
where u(i) =1, v(i) = 16 - i, and w(i) = min(u(i),v(i)). The

i-th component of EFVEC is thus defined by

y(1) = (x(1) + u(i)/(v(i)*x(2) + w(i)*x(3))).

khkAkRXRKRRK

DRIVER FOR LMDIF EXAMPLE.
DOUBLE PRECISION VERSION

INFO,NFEV, LDFJAC, NWRITE

INTEGER IPVT(3)

DOUBLE PRECISION FTOL,XTOL,GTOL,EPSFCN, FACTOR, FNORM

DOUBLE PRECISION X(3),FVEC(15),DIAG(3),FJAC(15,3),QTF(3),
WAL1(3),WA2(3),WA3(3),WA4(15)

DOUBLE PRECISION ENORM,DPMPAR

EXTERNAL FCN

LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
DATA NWRITE /6/

M
N

15
3

nn

THE FOLLOWING STARTING VALUES PROVIDE A ROUGH FIT.

X(1) = 1.DO
X(2) = 1.DO
X(3) = 1.D0

LDFJAC = 15

SET EFTOL AND XTOL TO THE SQUARE ROOT OF THE MACHINE PRECISION
AND GTOL TO ZERO. UNLESS HIGH PRECISION SOLUTIONS ARE
REQUIRED, THESE ARE THE RECOMMENDED SETTINGS.

FTOL
XTOL
GTOL

DSQRT (DPMPAR(1))
DSORT (DPMPAR(1))
0.DO

800
0.DO

FACTOR
NPRINT

1.D2
0

=2
O
v}
tr
I
[T |

CALL LMDIF(FCN,M,N,6X,6 FVEC, FTOL, XTOL,GTOL, MAXFEV,EPSFCN,

DIAG,MODE, FACTOR, NPRINT, INFO, NFEV, FJAC, LDEJAC,
IPVT,QTF,WAl,WAZ ,WA3,WAL)
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ENORM = ENORM(M, EVEC)

WRITE (NWRITE,1000) EFNORM,NFEV, INFO, (X(J),J=1,N)

STOP
1000 FORMAT (5X,31H FINAL L2 NORM OF THE RESIDUALS,D15.7 //
5X,31H NUMBER OF FUNCTION EVALUATIONS,I10 //
5X,15H EXIT PARAMETER,16X,I110 //
* 5X,27H FINAL APPROXIMATE SOLUTION // 5X,3D15.7)

*

LAST CARD OF DRIVER FOR LMDIF EXAMPLE.

END

QTIRRAITT TR ‘L‘ﬁ\YIM \ Y \vANe!
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INTEGER M, N, IFLAG
DOUBLE PRECISION X(N),EVEC(M)

TACN
nv )

SUBROUTINE FCN FOR LMDIF EXAMPLE.

INTEGER I _
DOUBLE PRECISION TMP1, TMPZ,TMP3
DOUBLE PRECISION Y(15)

DATA Y(1),Y(2),Y(3),Y(4),Y(5).Y(6),¥Y(7),Y(8),

* Y(9),Y(10),¥(11),¥(12),Y(13),Y(14),Y(15)

* /1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D-1,3.5D-1,3.9D-1,
* 3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D0, 4.39D0/

IF (IFLAG .NE. O) GO TO 5

INSERT PRINT STATEMENTS HERE WHEN NPRINT IS POSITIVE.
RETURN
5 CONTINUE
DO 10 I =1, 15
TMP1l =1
TMP2 = 16 - 1
TMP3 = TMP1

IF (I .GT. 8) TMP3 = TMP2
EVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))
10 CONTINUE
RETURN
LAST CARD OF SUBROUTINE FCN.
END

Results obtained with different compilers or machines
may be slightly different.

FINAL L2 NORM OF THE RESIDUALS 0.9063596D-01
NUMBER OF FUNCTION EVALUATIONS 21
EXIT PARAMETER 1

FINAL APPROXIMATE SOLUTION
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0.2343695D+01
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Documentation for MINPACK subroutine CHKDER ..
Double precision version
Argonne National Laboratory
Burton S. Garbow, Kenneth E. Hillstrom, Jorge J. More

March 1980

Purpose.

The purpose of CHKDER is to check the gradients of M nonlinear
functions in N variables, evaluated at a point X, for consis-
tency with the functions themselves. The user must call CHKDER
twice, first with MODE = 1 and then with MODE = 2.

Subroutine and type statements.

SUBROUTINE CHKDER(M,N,X,EVEC,FJAC,LDFJAC,XP,FVECP,MODE,ERR)
INTEGER M, N, LDFJAC, MODE

DOUBLE PRECISION X(N),EVEC(M),FJAC(LDFJAC,N),XP(N), EVECP(M),
* ERR(M)

Parameters.

Parameters designated as input parameters must be specified on
entry to CHKDER and are not changed on exit, while parameters
designated as output parameters need not be specified on entry
and are set to appropriate values on exit from CHKDER.

M is a positive integer input variable set to the number of
functions.

N is a positive integer input variable set to the number of
variables.

X is an input array of length N.

FVEC is an array of length M. On input when MODE = 2, FVEC must
contain the functions evaluated at X.

FJAC is an M by N array. On input when MODE = 2, the rows of
FJAC must contain the gradients of the respective functions
evaluated at X.

LDFJAC is a positive integer input variable not less than M
which specifies the leading dimension of the array FJAC.

XP is an array of length N. On output when MODE = 1, XP is set
to a neighboring point of X.
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FVECP is an array l*rgth M. On input when MODE = 2

must contain the functlons evaluated at XP.

"h

FVECP

MODE is an integer input variable set to 1 on the first call and
2 on the second. Other values of MODE are equivalent to
MODE = 1.

output when MODE = 2, ERR con-
of the respective gradlents If
piFirance then if ERR(I) is 1.0

ERR l‘= an array of leng
r

ent is incorrect. For v:'lnoq of ERR between O .0 and 1 0,
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the categorization is less certain. In general, a value of
ERR(I) greater than 0.5 indicates that the I- th gradient is

probably correct, while a value of ERR(I) less than 0.5 indi-
cates that the I-th gradient is probably incorrect.

4. Successful completion.

CHKDER usually guarantees that if ERR(I) 1is

A 4=
gradient at X is consistent with the I-th func

gests that the input X be such that consistency of the gradient
at X implies consistency of the gradient at all points of inter-
est. If all the components of X are distinct and the fractional
part of each one has two nonzero digits, then X is likely to be
a satisfactory choice.

.0, then the I-th
ti

Y4
ion. This sug-

If ERR(I) is not 1.0 but is greater than 0.5, then the I-th gra-
dient is probably consistent with the I-th function (the more so
the larger ERR(I) is), but the conditions for ERR(I) to be 1.0
have not been completely satisfied. In this case, it is recom-
mended that CHKDER be rerun with other input values of X. If
ERR(I) is always greater than 0.5, then the I-th gradient is
consistent with the I-th function.

5. Unsuccessful completion.

CHKDER does not perform reliably if cancellation or rounding
errors cause a severe loss of significance in the evaluation of
a function. Therefore, none of the components of X should be
unusually small (in particular, zero) or any other value which
may cause loss of significance. The relative differences
between corresponding elements of FVECP and EVEC should be at
least two orders of magnitude greater than the machine precision
(as defined by the MINPACK function DPMPAR(1l)). If there is a
severe loss of significance in the evaluation of the I-th func-
tion, then ERR(I) may be 0.0 and yet the I-th gradient could be
correct.

If ERR(I) is not 0.0 but is less than 0.5, then the I-th gra-
dient is probably not consistent with the I-th function (the
more so the smaller ERR(I) is), but the conditions for ERR(I) to
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age 3
be 0.0 have not been completely satisfied. In this case, it is
recommended that CHKDER be rerun with other input values of X.
If ERR(I) is always less than 0.5 and if there is no severe loss
of significance, then the I-th gradient is not consistent with

~gaiarallbs,  Llltll 1le -1l Lellu ilo 4l

the I-th function.

Q)
oy

racteristics of the algorithm.

CHKDER checks the I-th gradient for consistency with the I-th
function by computing a forward-difference approximation along a
suitably chosen direction and comparing this approximation with
the user-supplied gradient along the same direction. The prin-
cipal characteristic of CHKDER is its invariance to changes in
scale of the variables or functions.

Timing. The time required by CHKDER depends only
C

The number of arithmetic operations needed by

ALiiT lilIiLCVCT L S dd wiluT v UptliaLiViilo UUTTLTSW &

N when MODE = 1 and M*N when MODE = 2.

Storage. CHKDER requires M*N + 3*M + 2*N double precision stor-
age locations, in addition to the storage required by the pro-
gram. There are no internally declared storage arrays.

7. Subprograms regquired.

MINPACK-supplied ... DPMPAR

FORTRAN-supplied ... DABS,DLOG10,DSQRT

8. References.

None.

9. Example.
This example checks the Jacobian matrix for the problem that
determines the values of x(1), x(2), and x(3) which provide the
best fit (in the least squares sense) of
x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)), 1 =1, 15
to the data

y = (0.14,0.18,0.22,0.25,0.29,0.32,0.35,0.39,
0.37,0.58,0.73,0.96,1.34,2.10,4.39),

where u(i) = 1i, v(i) = 16 - i, and w(i) = min(u(i),v(i)). The
i-th component of EVEC is thus defined by

y(i) = (x(1) + u(i)/(v(i)*x(2) + w(i)*x(3)))-
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C KEkxRXXTK*% %
c
c DRIVER FOR CHKDER EXAMPLE.
c DOUBLE PRECISION VERSION
c

INTEGER I,M,N,LDFJAC,MODE,NWRITE

DOUBLE PRECISION X(3),FVEC(15),FJAC(15,3),XP(3),

* ERR(15)
c
c LOGICAL OUTPUT UNIT IS ASSUMED TO BE NUMBER 6.
c

DATA NWRITE /6/
c

M = 15

N = 3
c
c THE FOLLOWING VALUES SHOULD BE SUITABLE FOR
c CHECKING THE JACOBIAN MATRIX
c

X(1l) = 9.2D-1

X(2) = 1.3D-1

X(3) = 5.4D-1

LDFJAC = 15
c

MODE = 1

CALL CHKDER(M,N,X, EVEC, FJAC, LDFJAC,XP, FEVECP, MODE, ERR)

MODE = 2

CALL ECN(M,N,X,EFVEC, FJAC,LDEJAC, 1)

CALL ECN(M,N,X,FVEC, FJAC,LDFJAC, 2)

CALL ECN(M,N,XP,EVECP, FJAC, LDFJAC,1)

CALL CHKDER(M,N,X, EVEC, EJAC, LDFJAC, XP, EVECP, MODE, ERR)
c

DO 10 I =1, M
FVECP(I) = FVECP(I) - FVEC(I)
10 CONTINUE
WRITE (NWRITE,1000) (EVEC(I),I=1,M)
WRITE (NWRITE,2000) (FVECP(I),I=1,M)
WRITE (NWRITE,3000) (ERR(I),I=1,M)
STOP
1000 FORMAT (/5X,5H EVEC // (5X,3D15.7))
2000 FORMAT (/5X,13H FVECP - FVEC // (5X,3D15.7))
3000 FORMAT (/5X,4H ERR // (5X,3D15.7))

LAST CARD OF DRIVER FOR CHKDER EXAMPLE.

(ONONQ]

END

SUBROUTINE FCN(M,N,X,FEVEC, FJAC,LDFJAC, IFLAG)
INTEGER M,N,LDFJAC, IFLAG

DOUBLE PRECISION X(N) FVEC(M), FJAC(LDFJAC N)

SUBROUTINE FCN FOR CHEKDER EXAMPLE.
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40

INTEGER I
DOUBLE PRECISION TMPl TMPZ2,TMP3, TMP4

DOUBLE PRECISION Y(15)

137

TMP1

DATA Y(1),Y(2),Y(3),Y(4),Y(5),Y(6),¥(7),¥(8),
Y(9),Y(10),Y(11),¥(12),¥Y(13),Y(14),Y(15)
/1.4D-1,1.8D-1,2.2D-1,2.5D-1,2.9D-1,3.2D

3.7D-1,5.8D-1,7.3D-1,9.6D-1,1.34D0,2.1D

IF (IFLAG .EQ. 2) GO TO 20

DO 10 I = 1, 15

TMP1 = I

TMP2 = 16 - I

TMP3 = TMP1

IF (I .GT. 8) TMP3 = TMP2

FVEC(I) = Y(I) - (X(1) + TMP1/(X(2)*TMP2 + X(3)*TMP3))
CONTINUE

GO TO 40 ;

CONTINUE

DO 30 I = 1, 15

TMP1 = I

TMP2 = 16 - I

ERROR INTRODUCED INTO NEXT STATEMENT FOR ILLUSTRATI
CORRECTED STATEMENT SHOULD READ TMP3 =
TMP3 = TMP2

IF (I .GT. 8) TMP3 = TMP2

TMP4 = (X(2)*TMP2 + X(3)*TMP3)*%2
FJAC(I,1) = -1.DO

FJAC(I,2) = TMP1*TMP2/TMP4

FJAC(I,3) = TMP1*TMP3,/TMP4

CONTINUE

CONT INUE

RETURN

LAST CARD OF SUBROUTINE FCN.

END

Results obtained with different compilers or machines

may be different.
FVECP - FVEC are machine dependent.

FVE

-0.
-0.
-0.
-0.
-0.

c

1181606D+01
1745269D+01
1984141D+01
2827562D+01
6047662D+01

FVECP - FVEC

-0.

7724666D-08

-0.
-0.
-0.
-0.
-0.

In particular,

1422655D+01
1840€54D+01
2022537D+01
3473582D+01
9267761D+01

.3432405D-08

-0.
.1921586D+01
-0.
-0.
-0.

the differe

1606344D+01

2468977D+01
4437612D+01
1821806D+02

.2034843D-09

nces
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