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Introduction

The Live Access Server (LAS) is a highly configurable web server designed to provide flexible access to geo-referenced scientific data. It can present distributed data sets as a unified virtual database through the use of DODS networking. Ferret is the default visualization application used by LAS, though other applications (Matlab, IDL, GrADS) can also be used. Refer to http://www.ferret.noaa.gov/LAS.
LAS Architecture Overview

FILL ME	Comment by Rachana Ananthakrishnan: (Provide a brief overview of the system: confluence, remote LAS servers and F-TDS interaction. Add component diagram or flow diagram to explain).
 (Roland, maybe a link to some document you have that explains this?)
Use Cases

Use cases have been derived from http://esg-pcmdi.llnl.gov/internal/productserver/LASConfluenceArchitecture2.ppt/view. The use cases relevant to ESG are as follows:

· User requests the grid of a variable: In this use case, the user request is processed on a single data node LAS and the response is sent back to the user via the confluence server.  Get grid is just one example of getting information about a data set and variable, but all the other calls (to get the operations and options, etc) all work the same.
· User requests a product from a data node LAS: In this use case, the remote product request is sent from the confluence server to the relevant remote LAS on a data node. The LAS server uses F-TDS on that machine to generate the product and the result is sent to the client, via the confluence server. The result has multiple URLs that point to the results on the data node.
· User requests difference across multiple data nodes: In this use case, the gateway LAS requests data from the data node F-TDS servers and generates the product. This result is sent back to the user via confluence and the links in the result point to generated results on the Gateway LAS.

The following use case is not required for ESG currently, but might be a requirement in the future:

· User requests for top-level categories: In this use case the user is looking to browse data via the information obtained from this request. At this point, it is unclear if this use case will be provided by ESG. 
Requirements

Some requirements distilled from use cases and various discussions:

· LAS servers should generate products only for data that the user has access to. If multiple datasets are requested, then the user must have access to all the datasets for the request to be served. If any of the dataset is not accessible, the request should be denied.
· LAS server response is a set of links that the user agent accesses to show the end user the product. These links should have same access policy as the datasets used to generate the product. That is, only users within the same groups that have access to the dataset should be able to access the product.
· The end user must be able to access the generated product on the node it was created, rather than requiring the product to be moved to the Gateway node.
Limitations

The following limitations have been identified in the system/software that affects the security model:

· LAS to TDS access cannot be secured, because of the current software limitations. This implies that the LAS to TDS interaction is not authenticated and is over plain HTTP. 
LAS Security Architecture

Authentication

Access to the LAS server requires that the client authenticate to it using either OpenID or PKI credentials. If OpenID is used, the end user is prompted to login to their OpenID Identity Provider (IdP), and the LAS server trusts a set of OpenID IdPs. Alternatively, clients can contact the LAS server over SSL using X.509 Certificates issued by a set of trusted Certificate Authorities. 

The confluence server on the ESG Gateway Node, that receives and orchestrates the LAS processing, requires an OpenID login. It is expected that this will be accessed via the ESG portal, and will be a OpenID RP, trusting a set of OpenID IdPs. 

With the SSL requirement for all remote communication between LAS servers and Gateway Node Confluence server, all these services should have service or host certificates from a CA trusted by ESGF. 

For the first iteration of this system, there is no authentication requirement on the data servers used by the LAS servers to obtain the actual data. In fact, the data servers should be able to accept request over plain HTTP. Solutions are presented in the authorization space to limit such plain access and protect the data servers. 

In future iterations, it is expected that the model will move towards the LAS and data server interactions are secured using similar mechanisms: OpenID or SSL with PKI credentials. 

Authorization

Authorization is enforced at various points in the system to protect both access to the various remote systems and data set access. 
Access Control Policy

There are two types of access control policies enforced across the system:

· Policy that determines if the end user requesting the LAS product can access the data set over which the request is made. 
· Policy that determines if services in the system, LAS servers, confluence servers, and data servers, can accept a particular clients request.

The ESG Authorization Service maintains end-user policy, and it provides decisions on end user access.

Policy on remote service access is maintained locally at each service in the system. In the case of the Gateway Node LAS and Data Node LAS servers, this policy consists of two parts. 

The first is a set of identities that are allowed to make any request on the LAS server. This is maintained as an access control list of X.509 Distinguished Names. In deployments, this would be the identity of trusted Gateway Node Confluence Server, Data Node LAS(s) and Gateway Node LAS(s). 

The second part is access control policy that determines identities that can access specific URLs. This is maintained as a mapping from a said LAS product URL to the set of ESGF groups that are allowed to access that URL. In deployments, the LAS servers create the per-URL policy when they generate a product for an end-user. The LAS servers query the ESG Attribute service to obtain the groups that are allowed to access the data sets from which the product was generated, and set up policy such that only those group members can access the product URL. 
Policy Enforcement

The LAS confluence server enforces access control policy decision from the ESG Authorization Service. It queries the service with the end-user identity and data sets, and enforces the decision returned. The confluence server then generates an authorization assertion that asserts that the end-user can access the requested data sets. . This assertion is included in all requests to the other remote services in the system.	Comment by Rachana Ananthakrishnan: Ideally this would be an assertion from the authorization service. Can we manage to do that?

The Gateway Node LAS and Data Node LAS servers enforce access based on the identity of the client. First the policy on identities that can request any URL is evaluated. If that results in a permit decision, the request is serviced. If that results in a deny decision, the per-URL policy is evaluated. To do this, the LAS server queries the ESG Attribute Server to obtain the groups that the client belongs to. Then the per-URL policy is evaluated using the URL accessed and the groups the client belongs to.  In deployments, this results in all trusted LASs and Gateway Node Confluence servers being able to query each other for any data, and generated products being accessible only to users who can access the data sets. 

The LAS servers also extract the SAML Authentication Assertion sent as a part of the request and log information to the audit database that contains the client's identity and dataset(s) that is being requested. 

Data servers, as mentioned before, require no authentication and hence have no way of establishing the identity of the request. But to secure the data servers, it is recommended that an IP address based filter be placed, such that only requests from trusted LAS servers are serviced. 
Sequence Diagrams

These sequence diagrams provide the steps involved in securing the LAS system.

1. Top Level Categories Request
2. Grid of Variable
3. Product from Remote LAS
4. Difference of Variable

The sequence diagrams were made using Quick Sequence Diagram Editor (http://sdedit.sourceforge.net/index.html).  The source files can be obtained from LAS Security Sequence Diagram Source
Component Security 

This section breaks down the security pieces that need to be added per component, and lists the features that are needed to make system secure.
Security Block Diagrams
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Component Features

1. Confluence server:
1. Obtain X.509 Credentials for the server from a ESGF trusted CA.
2. Configure credentials for the server
3. Configure ESGF trust oots on this machine. Ideally, set it up with a cron job that pulls it from a configured MyProxy server
4. OpenID, similar to Gateway with white-listing of IdPs.
5. Authorization callout to the Gateway Authorization Service, with OpenID identity and data set ids. Enforce returned decision. 
6. SAML Authentication assertion generated and embedded with all requests from confluence server.
2. Gateway and Data Node LAS servers:
1. Obtain X.509 Credentials for each server from a ESGF trusted CA. 
2. Configure credentials for the server
3. Configure ESGF trust roots on this machine. Ideally, set it up with a cron job that pulls it from a configured MyProxy server
4. OpenID, similar to Gateway with white-listing of IdPs.
5. SSL Filter to process SSL with X.509 Certificate. 
6. Authorization filter to enforce access:
1. Local policy database for identity check.
2. Call to ESG attribute service with client's identity, OpenID or DN.
3. Local policy database of group to allowed URL. 
7. Audit filter:
1. Extracts the SAML Authentication Assertion from the request and logs to audit database/file. 
8. Authorization policy generation
1. Static policy of all trusted LAS server identities.
2. Module that LAS can leverage to write policy about the result products. Steps: 
1. Call to the ESG attribute service to determine groups to allow access to the datasets that are part of product
2. Write to local policy database a mapping for each such group from (1) to the result URL(s).
3. TDS servers:
1. The security as described in http://docs.google.com/View?id=dfkt44p2_27d53wx7r9 will allow for SSL based authentication of all requests to the server, with data transfer using plain http.
2. Additional authorization policy filter:
1. If request is from IP address of Confluence servers, Gateway LAS servers and Data Node LAS servers, allow any request.
2. If not, fall back to mechanism described in TDS document.
[bookmark: Use_case_sequence_Diagrams_256_897842233]Future Work

· Enhance LAS to TDS interaction such that it is over secure channel and, authentication and authorization of all requests to TDS is feasible
· Investigate delegation based option requirements, and potential solutions.
· Move to attribute based authorization on all LAS servers to eliminate maintaining of identities of all trusted LAS servers in ESGF. A model where trusted servers have a specific attribute, and the policy on the LAS servers are based on the attribute would ease administrative burden.
· Improve audit logging such that the data servers are able to log the end user for which the data is being provided, in addition to the LAS server requesting for the data. 
[bookmark: Questions_Open_Issues_based_on_714062945]Tasks and Resource

FILL ME	Comment by Rachana Ananthakrishnan: Probably best if tracked in JIRA, once we have agreement.

image1.jpeg
Gateway Node Security Block Diagram

ESG Gateway Node

OpenlD Filter
Authz Service Callout

Confluence Server

OpenlD Filter OpenlD Filter
SSL AuthN SSL AuthN
= Local Authz Local Authz
Authz Service Callout {ticbiite Calionh)





image2.jpeg
Data Node Security Block Diagram

I

F-TDS

ESG Data Node

LAS






LAS Security Architecture
ok i

1 introducton

et s o e e e
s e o e e o DODS A A e

2 LA Avchitecture Overview

3 UseCases

[ — .
o b

i e e i 3 s o )
T ol A s . e e
e e s e s e s o ety

R SR ——




