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What is a Grid? (or Cyberinfrastructure or
eScience or ...)

B Resource sharing
— Computers, storage, sensors, networks, ...

— Sharing always conditional: issues of trust, policy,
negotiation, payment, ...

H® Coordinated problem solving

— Beyond client-server: distributed data analysis,
computation, collaboration, ...

B Dynamic, multi-institutional virtual orgs
— Community overlays on classic org structures
— Large or small, static or dynamic
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Applications and Grids

B Why is this hard?
— Lack of central control
— Shared resources
— Communication and coordination
® So why do it?
— Computations that need to be done with a time limit
— Data that can’t fit on one site
— Data owned by multiple sites

B Applications that need to be run bigger, faster, more
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Why Is this more common now?

B Geographically distributed user communities
— Numerous labs, universities, industry

M Integration with other national resources
— Inevitably multi-agency, multi-disciplinary

B Extremely large quantities of data
— Petabytes, with complex access patterns

® Challenging interaction modalities
— Interactive/collaborative/distributed analysis
— Coupling of computation and instrumentation
— Extreme performance requirements
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Grids and Data

M Distributed file management and policy
M Long term storage and curation issues
— Policies for sharing and access
B Metadata
— Need for automation and standards
M Easier access to own data

— From laptop to local analysis work to collaboration-
wide data storage

B Scalability when serving data to a large number of end
users

M etc.
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Outline

B Three applications and how they are currently working
with their own growing distributed data concerns

M Laser Interferometer Gravitational wave Observatory
(LIGO)

— Replication
B Earth Systems Grid (ESG)
— Ease of use for non-technical users
— Security
— Reliability
B Cancer Bioinformatics Grid (caBIG)
— Interoperability across subfields
B Guidelines
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B | IGO Gravitational Wave

Observatory

Some material compliments of Ann
Chervenak (1S1), Scott Koranda
(UWM)
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LIGO: The Science

M Laser Interferometer Gravitational wave Observatory
B Measure time for light to pass between 2 mirrors

— Space-time ripples cause the distance measured by
a light beam to change as the gravitational wave
passes by

B Two of the three interferometers operated in unison
must agree in order to rule out false signals and
confirm that a gravitational wave has passed through
the earth
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LIGO Data Needs in a Nutshell
B Current Data

— 25 Million unique files, with replications resulting in
over 125 million actual files across 10 sites

— Detector gathers data every 16 seconds

* 1 to 100 Meg files, slightly less than a
terabyte/day

 Full data stored on tape at CalTech
— Derived data sets from users
* About 1/3 of the data being stored, but growing
W End Users
— Scilentists studying gravitational waves
B Primary Technological Concern

— Replication for faster access and reliability
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The Challenge

Replicate 1 TB/day of data to 10+ international sites.

— Provide scientists with the means to specify and
discover data based on application criteria
(metadata)

— Provide scientists with the means to locate copies
of data
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture
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LIGO Data Grid: Before & After

Before: After:

M Data replication via W24 x 7 x 365 continuous fault
“FedEX” Grid tolerant data streaming

B Ad-hoc site-by-site idioms M Single client tool for scientists
for finding data in storage and applications to find data

B Ad-hoc error prone B Scientists concentrate on
mapping from metadata to metadata and not file names
file names B Multi-site planning of

B Workflow limited to a single  workflows across LIGO Data
compute resource site Grid

LIGO scientists searching for signals from neutron stars and black holes

run more jobs across more resources and access more data using
the LIGO Data Grid.

Papers are published faster due to the LIGO Data Grid.
Argonne .




= —w NCAR/DOE Climate Mode|

Earth System Grid

B On-demand access to
climate simulation data

— Multiple archives

a Earth System Grid - Microsoft Internet Explorer

— Interactive query |

dBack - = - (@D ot ‘ Qisearch [EFavortes ZMeda (4 | - & - [x}

s [&] hitps: . carthsystemarid. orgfindex.sp = e |

. Per_Collectlon CcO ntrol = | ] Gpserier « o P | P - Groveded Bt O 6 -

N Earth System Grid o==| Passward| Login [§reste.
Y

Home Search Browse About ESG Intranet My Account

" " / L L oy iy NN
— Server-side processin -
Overview The Earth System Grid (ESG)
People integrates supercomputers, data and
Calendar y analysis servers from numerous
Documents national labs and centers to provide

Contact Us a powerful environment for next

® Crucial technology to BEE | e e | R
. I @ A .

securely access, monitor,
catalog, transport, and

Lawrence Berkeley National Laharatary
(=7 PCM (Parallel Climate Model)

. . . Lawrence Livermore Mstional Labaratory
©ak Ridge Mational Laboratory
distribute climate data St Py e S

Mational Center for Atmospheric Research
Funded by the U.5, Department of Enargy

@ 2003, UCAR. All rights reserved.

Some material compliments of D. Berholdt
ORNL), D. Middleton (NCAR




ESG In a Nutshell

W Users
— Scientists studying climate changes
— Educational use
— Governmental studies

® Primary concerns:
— 24/7 delivery of data to a wide set of end users
— Portal-based access
— Troubleshooting infrastructure

N
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Basic Replication Selection Architecture
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Basic Replication Selection Architecture

ESG Specific _ General Infrastructure
Attribute IL:J'rI]IthIJe
ifi i ame -
Specification e RepllCa
Application Catalog
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ESG Users need

simple interfaces

since they have
many different
backgrounds
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ESG News | Data Search | Welcome to ESG

2wy Multifile Download Cptions: ESG ; ;

. Search Dataset metadata for: The Earth System Grid (ESG) integrates
w offers two ways of downloading supercomputers with large-scale data and
Ultiple f'lES at once to the user | | [ Search analysis servers located at nurmerous
achine: Data Mover Light (see DML national labs and research centers to create
structions) and the Stand_ard Linix Examples: c02, BOE. 77 a powerful environment for next generation
mmand wget (see wget instructions), climate research, This portal is the primary
ith DML and wget are desktop clients point of entry into the ESG.

at can be used to download large
imber of files from the ESG system

thout clicking on multiple hyperlinks. Browmse Dataset Catalogs

2wy Browsing Options: now the ESG . .

awsing interface alows to specfy an @? CCSM (Community Climate System Model)

tional string to match filenames, and @? CCSM POP (modified version of Parallel Ocean Program)
select many files with one single click.

. CSIM (CCSM Sea Ioe Model
sta Subsetting: OPeMDAP-G offers @7 ( )

gh-performance subsetting capabilities =7 CLM (CCSM Community Land Madel) ESG Collaborators

1 a number of virtwal agaregated _
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;g. d — . @POF‘ (Parallel Dcean Program) * I[agufrentce Berkeley Mational

gistration is required to download S _ S - oracory. .

rme of the data: please request an @ Scientific Data Processing and Wisualization Software * t:g“g?;tféewwermﬂre Mational

ESEQE"(EEESE send us eamments or * | oz Alamos Mational Laboratory
& Mational Center for &tmospheric

2w [PCC Working Group 1 data Research

ailable, Shaorteuts menu: | - jump ta- v + Dak Ridge Mational Laboratory

* University of Southern

e MCAR MSS is scheduled for CaliforniafInformation Sciences
witime each Sunday morning from S .




@ - |§| hikkps ! v, 2arthsystemgrid . org/metadata)searchSimulation, do V||¢_}||£| |G|:u:ugle

Edit  Wiew Favorites Tools  Help
lglt||G|vearthsystemgrid.nrg VlGD GE M~ RS~ @~ Y~ U7 Bockmarksw P30k o B sblacked TP Check v 4 Autolink ~ o cutorl P () Setti

ahr [EE l - l i€ T-Mahile - HotSpot l € Bug processed l € T-Mahile - HotSpat I € Earth System... X ] (€ http: ffusers,sdsc,.. l

T Y A

W WP o .
i Y i a i ¥
A-Earth'System Grid _
| T - \
A\r’ﬁl : f Home Data About ESG | Login i -
Subset | Search | Browse | My Data Cart | My Data Requests

_ ata Search

Search Dataset metadata for:

|c02. BOG.77 [ Search |

Examples: c02, BOG.77

QUERY "c02, BOS.77" RESULTS 1 - 3 of 3

1. PCM (Parallel Climate Model) run BD6.77
description: 1890-2000 volcano only run
[* vView metadata [* Get data

2. PCM (Parallel Climate Model) run B0D7.21
description: Solar only with fixed 1890 czone
[* View metadata [ Get data

3. PCM (Parallel Climate Model) run BO7.31
description: Solar only with fixed 1890 ozone

[* view metadata I* Get data

User: guest | ESG Home | Help Page | Contact Us | éM}r Dats Cart
Portal Software version 4.0 © UCAR, all rights reserved.
Earth System Grid, funded by the U.5. Department of Energy

i | ‘
€ Internet , 100%




{= XSLT output - Windows Internet Explorer

6;* - |E, hikbps f fvaene  earthsystemnarid, orgfeslt sl htm?xml=http: v earthsystemgrid, orgimetadata)displayMetadata, htm| |id=uc V| *2| |2 |Google | 2

File Edit Miew Favorites Tools  Help
GDDSIE||Gvearthsystemgrid.l:lrg V|G|:| w5 M~ RS ~ E] v 5§97 Bookmarkse TigeRank o E:ISbIDckEd "'.?Cheu:k * % Autolink - (‘-_, autoFl ¥ ©SEttingsv

W dhr [BglleT-Mnbile-HDtSput IEBUQ processed IET-MUbiIE-HDtSth ]EXSLT output ]Ehttp:,l',l’users.sdsc.. l l - B @ jPage - {0 Tools -
; — s o, e T @ :

T o

Bystem Grid_ - e

Home

Login [R5 P, )

Subset | Search | Browse | My Data Cart | My Data Requests

Simulation

id: ucar.cgd.pcm.B05.77
description: 1890-2000 volcano only run

date (end_generated): 2002-04-01 {encoding: )
date (start_generated): 2002-04-01 {encoding: )

note: GHGs: fixed at 1390 levels Sulfates: fixed at 1890 levels Ozone: cycle thru 1890 ozone data (new file: noaao3.1890.0930938.nc)
Solar: fixed at 1367 GHGs and sulfates fixed by code mod to ramp.F, where the CO2, N20, CH4, F11, F12, and sulfate scale factor were
hardwired to 1890 conditions.

note: Repeat BO5.60 and BO&.65, branch from case B05.14, 1890-0101, but volcano anly.

note: Integration run as follows: bettge@ucar.edu model time 1890-01 to 1999-12

note: Documented at relevant pages under http://www.cgd.ucar.edu/pcm.

note: All components (atmosphere, ocean, sea ice, land surface) active.

isPartOf: ucar.cgd.pcm

participant: ucar.cgd.pcm.TomBettge (Submitter)

simulationInput (data): pcm_volcanic_1890-2000.T42.nc, noaao3.1890.093098.nc, surfdat.T42.0596
simulationHardware: IBM cheetah cheetah.ccs.orml.gov

User: guest | ESG Home | Contact Us | é'b-. Data Cart
Portal Software version 4.6 ©@ UCAR, alf rights reserved.

Earth System Grid, funded by the U.5. Department of Energy
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@ - |E| hikkps f v, 2arthsystemgrid . org/browse/browse, htmruri=httpe3a%e2F % 2fdatagrid, ucar . eduss2fmetadakasc 2fogd s 2Fpom | | |41r|| A | |G|:u:ugle

Edit  “iew Favorites Tools  Help
iglt||G|vearthsystemgrid.nrg VlGD GE M~ RS~ @~ Y~ U7 Bockmarksw P30k o B sblacked TP Check v 4 Autolink ~ o cutorl P () Setti

dht [EE l - l g T-Mobile - HokSpak l g Eug processed l E T-Mobile - HotSpat ] ﬁ ESG: PCM run... 20 ] g http: ffusers,sdsc. .. l ] @ v @ ~ @ Page - {:{} Tools

Collections Hierarchy: PCM (Parallel Climate Model) run BOS.77 = PCM run B0&.77 data organized by time (original model output) =

PCM run B06.77 monthly atmosphere data
ESG metadata: http://www.earthsystemgrid.org/metadata/displayMetadata.htm?id=ucar.cgd.pcm.B06.77.atm

File-level access

You may either download a file by clicking on it (hyperlink in the first column, if available), or add files to your Data Cart to prepare a
multi-files request.

1-20 of 50 datafiles | 21-40 | 41-50

start from file #:IZI+1 and display files per page (max:100) (NEW: optional filename match: |:|]|

MEW: Multifile Download via Desktop Client (DISK data only) [* Generate DML input file (see DML instructions) | * Generate woet script
(see wget instructions)

My Data Cart: [*Add selected files to Data Cart | [*Empty Data Cart | " Go to Data Cart.

m Add to Data Cart OPeNDAP

'1.B06.77.3tm.18%0.nc 327575484 [] ORMNL HPSS
2. B0&6.77.atm.1891.nc 3275754384 [1 ORML HPSS
3. BO&6.77.atm.1892.nc 327575484 [] ORML HPSS
4. BO&.77.atm.1893.nc 327575484 [1 ORMNL HPSS
5. B0O&6.77.atm.1894.nc 327575484 [] ORMNL HPSS
5. BO6.77.atm.1895.nc 3275754384 [1 ORML HPSS
7. B06.77.3tm.1896.nc 327575484 [] ORMNL HPSS

i | ‘
€ Internet , 100%




Edit  Wiew  History  Bookmarks  Tools  Help

o @ - @ “G_I" ||:| htkps f v, 2arthsy skemagrid, org/datatransfer fdataTransfersubmit, htm |Y| [i] |*|G|:u:u;|Ie

i - incubator lisk |:| Bug List- jms edinburgh movies |:| esnet meekings Maovie Showkimes - G.,, "¥? TV listings- edinburgh

glt |asperger V| G search - 4|>@ E‘ - RS - @@ - 7 Bookmarks ~ F30ERank '1? Check - ﬂ AukaFil Q Send ko - @ Set
qukism Society of America: Asperger ... o Mk Rewsweek Interactive: The Autism ... | [ |:| Data Transfer Input

% oo T

F e g "-—Eﬁ- c aade L <
o ad s ~Earth System Grid,_~ =~

21

Data Transfer Request Submission Form

] fieName [Size (bytes)[Access Service

[¥] S5H.t.20c.1998-2000.interp3600x2431.nc 35056916  DISKatLAMNL

INSTRUCTIOMNS: Click the button below to issue a multi-files request to the ESG portal, When files are available for
download, an email will be sent to your address with a link to the request status page, containing further instructions,

Please note that retrieval of files from WCAR, HERSC and ORMNL deep storages may take a few hours, &lso, requests to
different data storages are processed separately and will result in separate notification ermail Mote that the files will
remain available for download for a perio of 24 hours,

Usar! jmschopt | ESG Home | Contact Us | é My Data Cart
Partal Software version 4.6 @ WCAR, alf iights reserved.

Earth Systern Grd, funded by the LS, Department of Energy
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- - @ ‘ﬁ} ||:| hktps f v 2arthsy stemgrid, orgfdatatransferfdataTransferiew, htmrreqid=ESG_jmschopf_DISkatLAML_20 | 1r| [i"] |*|G|:u:u;|Ie

i - incubator lisk |:| Bug List- jms edinburgh movies |:| esnet meekings Maovie Showkimes - G.,, "¥? TV listings- edinburgh
glE | v| |G| Search - 4|>@ ﬁ + RS » & - ¥ Bockmarks ~ Fagefank '1? Check - ﬁ AukaFil Q Send ko - @ Set

= arth Sywskem Grid (ESG) 3 [ | | Data Transfer Monitor & ]

AV N,
“Earth System Grid_-
Y oy

Data Transfer Request Monitoring

Data Request:

Mame: ESG jmschopf DISKatLANL 20070825 104713
ID: ESG_mschopf DISKatLAML_Z0070825_104713
Status: SUCCESS
Error Message:
Submitted:; Z007-08-25 10:47:13
Last Update: 2007-08-25 10:47:13

Download Instructions:

After a request has completed, datafiles can be downloaded in one of the following ways:
1. Click on each file downdoad hyperlink
2. [ Generate ¥ML file to be used as input to Data Maover Light (see DML instructions)
3. [ NEW: Generate wget script (wget is a program available only on Unix systems - see wget instructions)

Data Files:
SSH.L.20c.19958-2000.interp 36002431 ne || SUCCESS || 2007-08-25 || 2007-08-25 35056916 || ' download
10:47:13 10:47:13




But What About Security?

W Security needed so that ESG software can act on
users behalf as well

® Even If data Is public, data access needs to be tracked

M In the Grid space, this is generally done using x509
electronic certificates

— Digital document that is part of a public key private
key infrastructure

— Signed by 3rd party — the Certificate Authority (CA)
— Often not easy for users to interact with
— Can be heavy weight for and administrators as well

B ESG uses a system called PURSE: Portal-Based User
Registration Service

‘A
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User Registration

.
. The user fl I |S Out Required fields are marked.

th e reg IStration First Name: [Jennifer
Last Name: |Schopf
We b fo rm Login Name (4-20 characters, no spaces): |jmsch0pf |
. Password (at least 6 characters): | |
_ EStabI IS hes an Confirm Password: | |
I D/p aSSWO rd E-mail Address: [jms@mcs.anl.gov

Confirm E-mail Address: |jms@mcs.an|.gw

—_— Informatlon iS I|15titutinn:|hNL |

Phone Number [country code]-[area]-prefix-suffix: |+'|'??3'29‘4'?32D'

StO red I n Project Name: |Globus |
. _ Statement of Work: [tpccrested in trying #
Example: "Interested in downloading CCSM climate . =
data” out portal to be

able to better

database describe L

B The administrator
IS sent emaill

4

ESG Contact Person: |lan Foster ar Ann Cherwe




Administrator Approval

@ PURSE Sample reqgi

istration vetting - Mozilla Firefox

O]E)]%]

File Edit View

B Administrator visits

Go  Bookmarks

Tools  Help

D O

https: //purse.globus. orgfpurse fadmin. jsp?token=00000 102-12a2-3b50-ffffa09a-d: ﬁir} @ Go @,

PURSE Use

the registration Web
page and retrieves

NOTE: This page
ion!

This is the page where an admin can

r registration vetting page

vet the user's registered information, and grant/'deny the reguest.

must be properly protected against non-authorized access, and only accessed across a secare (HTTPS)

the registration data
B If the administrator

Name
User Name
Email Address

Project Description

John Smith

john
olle/@nmulmo net
I am a recent hire and will be a collaborator on the Grand p

oo-bah project.
Talked to Michael who instructed me to fill this form out.

approves the request,
system generates a

@& Accept

certificate and stores | &
It In a proxy
repository

Registration Autho

ritv decision:

M The user is sent

192.168.209.154:8443 (=

emaill

Aa
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User Login

M The user logs into the application Web site using the
ID/password established during registration

M The application obtains a proxy using from the proxy
repository

W The application uses the proxy to authenticate to Grid
services and allows other services to act on behalf of the
user

B ESG manages to track their data use

M Services run as known users (safely with Grid Security
Infrastructure)

W Users have very easy access

a .
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Reliability

BESGusersare 24 x 7
B ESG sys admins are not!

W Distributed systems have many components, and the
more pieces added into the mix, the more likely a
failure is to occur

Argonne ==



ESG Technologies

mClimate data
— Metadata catalog

— OPenDAP-G (aggregation and
subsetting)

M Data management
— Data Mover Lite
— Storage Resource Manager

s

NCAR
Cache
DISK )
MyProxy RESIRl] OPeNDAP-G

ESG Web Portal

Data
Search

LANL

Catalogs
Browsing

User
Registration

— Globus Security Infrastructure

— GridFTP

— Globus Replica Location Service
M Security services

— Access control

— MyProxy

— PURSE User registration

Access
Control

Data
Provider

Web
Browser I

Climate
Metadata

Data Usage
Publishing Metrics

Monitoring

Data
Download

L~

Data
Subsetting

Services

[

. search Web
publish browse Browser
download

— ow | g

MSS, HPSS: Tertiary
data storage systems




Monitoring Overall System Status

B Deployed Globus Monitoring and

Discovery System (MDS4)
. . Upndated: Sat Aug 25 11:36:48 MDT 2007
B Information providers check S e e T
resource status every 10 minutes LanL|[LBnLINCAR [oRNL
B Report status to Index Service M3S/HRSS D DD
. . SRM|| &5 ks = =
— Collection point for data AL AR NE
RSS9 |99 |9 | =D
— One place to query for overall S v
status GridFTP
. . . . SErYer D
O Informatlon In Index Service Is p———— =
querled by ESG Web portal ({Explanation of current status)

— Used to generate overall picture
of state of ESG resources

- . _
Argonne "™ 37




MDS4 Trigger Service

B Use same information providers to feed data to a
warning system

M Evaluate that data against a set of pre-configured
conditions (triggers)

B \When a condition matches, action occurs
— Email is sent to pre-defined address
— Web site updated

Aa
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ESG: Warning on Errors Sample

Total error messages for one month (May 2006) 47

Messages related to certificate and configuration problems at 38
LANL

Failure messages due to brief interruption in network service at 2
ORNL on 5/13

HTTP data server failure at NCAR 5/17 1

RLS failure at LLNL 5/22 1

Simultaneous error messages for SRM services at NCAR, 3
ORNL, LBNL on 5/23

RLS failure at ORNL 5/24 1

RLS failure at LBNL 5/31 1

Aa
Argonne .



ESG facts and figures

Mzl BESG Porizl] IPCC AR4 ESG Portal
130 TB of data at four locations 35 TB of data at one location
W 840,331 files W 77,400 files
M ncludes the past 6 years of joint DOE/NSF B Generated by a modeling campaign coordinated by the
climate modeling experiments Intergovernmental Panel on Climate Change
B Model data from 11 countries
3,200 registered users 1,245 registered analysis projects
Downloads to date Downloads to date
m25TB m245TB IPCC Downloads (10/12/06) I
M 91,000 files W 914,400 files ———
M 500 GB/day N i ‘
(average) WA AN ﬁﬁﬁﬁ
B VA S TV A T BTl |
T el a e it o

> 300 scientific papers published to date based
on analysis of IPCC AR4 data

Worldwide ESG user base




caBig: Cancer Biomedical Informatics Grid




caBIG Overview

M caBIG Principles

— Open Source, Open Access, Open Development,
Federated, Syntactic and Semantic Interoperability

M Driven by cancer research community requirements
B Services-Oriented Architecture

B Metadata driven and implements Virtualization

B Standards based
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caBIG In a Nutshell

W Users
— Scientists doing data analysis for cancer studies

® Primary concern:
— Interoperability of services and data sets
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Interoperability

B Functional (syntactic) interoperability
— The ability to exchange information
B Semantic interoperability

— The ability to use the information that has been
exchanged

B Standards are frequently thought of as focusing
primarily on functional interoperability

M Critical for health care is semantic interoperability

— If you don’t know exactly what the information you
received means, having received it is useless, or
worse
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Functional Interoperability

B Well documented public API access to data
— Use standard tools
— Define common security infrastructure

— Standardize service and metadata advertisement
mechanisms

® Data Services

— Expose data to the Grid in a unified way
® Analytical Services

— EXxpose analytical operations to the Grid
B Compatibility testing

— Four levels: legacy, bronze, silver, gold

— Reflect a tool’'s adherence to guidelines
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Semantic Interoperability

B Metadata is how we describe our data

— What the data is, how it was collected, accuracy
statements, etc

B caBIG meta data issues
— Different dialects present for different subtopics
— Need for cross-area collaboration has grown
M caBIG approach
— No particular technology or tool specified
— Use standards whenever possible

— Be able to “unambiguously” and programmatically
determine the meaning of data
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How to do this?

B Create an explicit, global shared context

— Terminology — shared terms, codes, and precise
definitions

— Information model — data elements, relationships
and definitional (terminological) links

B Map existing information structures onto this space
— Translation
— Sandboxing

* Wrappers around current metadata to adapt to
community standard

® Define future information systems requirements in
terms of a shared information model and terminology
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caBIG process

— Develop caBIG compatibility guidelines In
the areas of information modeling, metadata
and vocabularies

— Provide mentors to caBlG-funded
development projects

— Facilitate development of caBIG CDE and
Vocabulary Standards

— Perform compatibility reviews to ensure
compliance with compatibility guidelines for
semantics
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Metadata is an Ongoing Problem

B Communities that share data need metadata standards

— This Is often overlooked in project planning, but it is
essential and non-trivial

B Metadata Is as much a social challenge as a technical
one

— Requires different expertise, including a heavy dose
of expertise and experience in the problem domain

— Can’t expect an IT team to solve this on their own

M Data curation is a job description, not a software
feature
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caBig Summary

M Since February 2004, that community has swelled to
over 600 researchers

— Of NCI's 61 chosen cancer institutes, 50 are now
participating
M caGrid test bed started 2005, production in March ‘07
— 10 nodes
— 42 applications and datasets

H “Another important result [is the] dramatic shift in the
research mind-set away from individual analysis and
toward more open communication and cooperation
among physicians and scientists.”

— Ken Buetow, director Center for Bioinformatics, NCI
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Common Issues

M Need to tune your approach to your end users
— Both data users and admins

— No two projects are the same, but many have
common components

M Replication is the basic approach to dealing with
— Basic widespread data access
— Reliability

M Ease of use is a concern
— Need to know users comfort space

B Metadata is the key to sharing, and a process that
continues
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How to start out

M Talk to your users- find out what’s needed
— How can you make it easier for them to do science
— Don’t solve the wrong problem
— Listen carefully to requirements vs wish lists
® Do something real
— If it's a stunt no one will really care
W Start small
— Work in as controlled an environment as possible

— Start with experienced users, move to simpler
Interfaces as a second stage
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How to start out (2)

B Close interactions
— Need a team that’s in it as a team
— Embed the IT folks
— |terative process

® Think long term

— Data *must* be tagged with metadata to be useful to
others — do what you can so this is automatic

— Talk to others who might eventually be interested In
your data sets to include what they need as well
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How to start out (3)

M |_everage what you can

— One-off solutions may seem best in the short term
but rarely are in the long term

— Look at what other people are doing and steal what
you can — imitation is the sincerest form of flattery

M Establish policies
— How long do you need to store data?
— Who should have access and when?
M Tell people about it!
— Show them you have something that works
— Let other groups know what'’s feasible
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More Information

® Jennifer M. Schopf

— Jms@mcs.anl.gov

— http://www.mcs.anl.gov/~jms
HLIGO

— http://www.ligo.caltech.edu/
M Earth Science Grid

— http://lwww.earthsystemgrid.org/
M caBIG

— https://cabig.nci.nih.gov/
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