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Outline for TodayOutline for Today

Overview of eScience and Grids
Web Services and Globus
Walk through some use cases
– LIGO and ESG Data Replication
– Job submission and workflows
– Information Services with TeraGrid and ESG

A bit about Toolkit and contributing

Please ask questions as they occur to you
– Lots of extra slides not shown
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Where do these slidesWhere do these slides
come from?come from?

All these slides are open use
– Covered under same license as the rest of 

Globus (Apache 2)

Many slides donated from other folks

I’ve tried to make this known

Donater Name , http://web page when I can
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Slides Like ThisSlides Like This
Transitions to a new part of the talk
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What is a Grid?What is a Grid?

Resource sharing
– Computers, storage, sensors, networks, …

– Sharing always conditional: issues of trust, 
policy, negotiation, payment, …

Coordinated problem solving
– Beyond client-server: distributed data 

analysis, computation, collaboration, …

Dynamic, multi-institutional virtual orgs
– Community overlays on classic org structures

– Large or small, static or dynamic
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Why Is this Hard or Different?Why Is this Hard or Different?

Lack of central control
– Where things run

– When they run

Shared resources
– Contention, variability

Communication and coordination
– Different sites implies different sys admins, 

users, institutional goals, and often socio-
political constraints
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So Why Do It?So Why Do It?

Computations that need to be done with a 
time limit

Data that can’t fit on one site

Data owned by multiple sites

Applications that need to be run bigger, 
faster, more
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For Example:For Example:
Digital AstronomyDigital Astronomy

Digital observatories provide online 
archives of data at different wavelengths

Ask questions such as: what objects are 
visible in infrared but not visible spectrum?
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For Example: For Example: 
Cancer BiologyCancer Biology

http://www3.cancer.gov/cancercenters/centerslist.html
http://images.google.com/imgres?imgurl=www.nature.com/nsu/010215/images/mouse.jpg&imgrefurl=http://www.nature.com/nsu/010215/010215-1.html&h=152&w=159&prev=/images%3Fq%3Dmouse%26svnum%3D10%26hl%3Den%26lr%3D%26ie%3DUTF-8%26sa%3DN
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DOE Earth System GridDOE Earth System Grid

Goal: Enable 
sharing & 
analysis of 
high-volume 
data from 
advanced 
earth system 
models

www.earthsystemgrid.org
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What Kinds of Applications?What Kinds of Applications?

Computation intensive
– Interactive simulation (climate modeling)

– Large-scale simulation and analysis (galaxy 
formation, gravity waves, event simulation)

– Engineering (parameter studies, linked models)

Data intensive
– Experimental data analysis (e.g., physics)

– Image & sensor analysis (astronomy, climate)

Distributed collaboration
– Online instrumentation (microscopes, x-ray) 

Remote visualization (climate studies, biology)

– Engineering (large-scale structural testing)
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Key Common FeaturesKey Common Features

The size and/or complexity of the problem

Collaboration between people in several 
organizations 

Sharing computing resources, data, 
instruments
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What are the Products of Science?What are the Products of Science?
Papers
– “We learned this, and here’s how.”

Data and Datasets
– “We collected this data. Download it, write an analysis program, 

and see what you can learn from it.”

Web Portals
– “We constructed this scientific model. Use our data or bring your

own, supply some parameters, and see how it behaves.”
– Requires manual operation.

Web Services
– “Here’s our climate model. Integrate it with your models for [ocean 

currents/weather/crop forecasts] and see what happens.”
– “Here’s our indexed data from the latest experiment run. Run your 

filters against it and see if you can find anything interesting.”
– “Here’s our genome analysis engine. Upload your proteins and see 

what they will do in a cell.”
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What are the Products of Science?What are the Products of Science?
Papers
– “We learned this, and here’s how.”

Data and Datasets
– “We collected this data. Download it, write an analysis program, 

and see what you can learn from it.”

Web Portals
– “We constructed this scientific model. Use our data or bring your

own, supply some parameters, and see how it behaves.”
– Requires manual operation.

Web Services
– “Here’s our climate model. Integrate it with your models for [ocean 

currents/weather/crop forecasts] and see what happens.”
– “Here’s our indexed data from the latest experiment run. Run your 

filters against it and see if you can find anything interesting.”
– “Here’s our genome analysis engine. Upload your proteins and see 

what they will do in a cell.”

Increasing 
degrees of 

collaboration
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Why Grids Now? Why Grids Now? ——
The Changing Nature of ScienceThe Changing Nature of Science

Infrastructure must adapt to this new realityInfrastructure must adapt to this new reality

CollaborativeCollaborative
Project focused, globally distributed 

teams, spanning organizations within 
and beyond company boundaries

Project focused, globally distributed 
teams, spanning organizations within 

and beyond company boundaries

Distributed & HeterogeneousDistributed & Heterogeneous
Each team member/group brings 

own data, compute, & other 
resources into the project

Each team member/group brings 
own data, compute, & other 
resources into the project

Data & Computation IntensiveData & Computation Intensive
Access to computing and data 
resources must be coordinated 

across the collaboration

Access to computing and data 
resources must be coordinated 

across the collaboration

Dynamic ResearchDynamic Research
Science being addressed is changing 
as larger data sets can be analyzed 
and access to addional resources is 

made possible

Science being addressed is changing 
as larger data sets can be analyzed 
and access to addional resources is 

made possible
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1st Generation Grids1st Generation Grids
Focus on aggregation of many resources for 
massively (data-)parallel applications

EGEE
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SecondSecond--Generation GridsGeneration Grids

Empower many more users by enabling 
on-demand access to services

Science gateways (TeraGrid)

Service oriented science

Or, “Science 2.0”

“Service-Oriented Science”, Science, 2005
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““Web 2.0Web 2.0””

Software as services
– Data- & computation-rich

network services

Services as platforms
– Easy composition of services to create new 

capabilities (“mashups”)—that themselves 
may be made accessible as new services

Participation beyond the creators 
Enabled by massive infrastructure buildout
– Google projected to spend $1.5B on 

computers, networks, and real estate in 2006
– Many others are spending substantially

Declan 
Butler,
Nature
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Science 2.0:Science 2.0:
E.g., Virtual ObservatoriesE.g., Virtual Observatories

Data ArchivesData Archives

User

Analysis toolsAnalysis tools

Gateway

Figure: S. G. Djorgovski

Discovery toolsDiscovery tools
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ServiceService--Oriented ScienceOriented Science

People create services (data or functions) …

which I discover (& decide whether to use) …

& compose to create a new function ... 

& then publish as a new service.

I find “someone else” to host services, 
so I don’t have to become an expert in operating
services & computers!

I hope that this “someone else” can 
manage security, reliability, scalability, …!!

“Service-Oriented Science”, Science, 2005
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Are Scientists Are Scientists ReallyReally
Developing Web Services?Developing Web Services?



22

Cancer Bioinformatics GridCancer Bioinformatics Grid

Common system architecture (caGrid) 
provides the service interface “plumbing”
and the service hosting capability
– Web services

Community participants supply useful 
services
– Data access, analysis, modeling, filtering, 

authoring, etc.

https://cabig.nci.nih.gov/
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The Importance of The Importance of ““HostingHosting””
and and ““ManagementManagement””

Tell me about
this star Tell me about

these 20K stars

Support 1000s
of users

E.g., Sloan Digital
Sky Survey, ~10 TB;
others much bigger
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Who Will Host Your Services?Who Will Host Your Services?

Your institution (campus resources)

(Inter)national systems
– TeraGrid, Open Science Grid, UK Nat’l Grid 

Service, ChinaGrid, NaukaGrid, etc.

Science domain systems
– caBIG, NEES, Earth System Grid, Orion*, 

LEAD, NEON*, LHC Computing Grid, etc.

Commercial systems
– Amazon, Google, etc.
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ApplicationApplication--Infrastructure GapInfrastructure Gap

Dynamic
and/or

Distributed
Applications

A

1

B

1

99

Shared Distributed Infrastructure



26

Grid InfrastructureGrid Infrastructure

Distributed management
– Of physical resources

– Of software services

– Of communities and their policies

Unified treatment
– Build on Web services framework

– Use WS-RF, WS-Notification (or WS-
Transfer/Man) to represent/access state

– Common management 
abstractions & interfaces 



Web Services, WSRF, Web Services, WSRF, 
and Globusand Globus

What can they do for me?What can they do for me?
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Web Service BasicsWeb Service Basics

Web Services are basic distributed 
computing technology that let us construct 
client-server interactions

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s02.html
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Web Service Basics 2Web Service Basics 2

Web services are platform independent 
and language independent
– Client and server program can be written in 

diff langs, run in diff envt’s and still interact

Web service is *not* a website
– Web service is accessed by sw, not humans

Web services are ideal for loosely coupled 
systems
– Unlike CORBA, EJB, etc.

Web services describe themselves
– Once located you can ask it how to use it
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WSDL: Web Services WSDL: Web Services 
Description LanguageDescription Language

Define expected messages for a service, 
and their (input or output parameters)

An interface groups together a number of 
messages (operations)

Bind an Interface via a 
definition to a specific transport 
(e.g. HTTP) and messaging 
(e.g. SOAP) protocol

The network location where the service is 
implemented , e.g. http://localhost:8080
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Real Web Service InvocationReal Web Service Invocation

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s02.html
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Real Web Service InvocationReal Web Service Invocation

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s02.html

Discover

Describe

Invoke
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LetLet’’s talk about states talk about state

Plain Web services are stateless

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s03.html
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However, Many GridHowever, Many Grid
Applications Require StateApplications Require State

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s03.html
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Keep the Web ServiceKeep the Web Service
and the State Separateand the State Separate

Instead of putting state in a Web 
service, we keep it in a resource 

Each resource has a unique key

Borja Sotomayor , http://gdp.globus.org/gt4-tutorial/multiplehtml/ch01s03.html
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Resources Can Be Anything StoredResources Can Be Anything Stored
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Web Service
+ 

Resource
=

WS-Resource

Resources Can Be Anything StoredResources Can Be Anything Stored
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Web Service
+ 

Resource
=

WS-Resource

Address of a 
WS-resource is 
called an end-
point reference 

Resources Can Be Anything StoredResources Can Be Anything Stored
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Web Services So FarWeb Services So Far

Basic client-server interactions

Stateless, but with associated resources

Self describing using WSDL

But we’d really like is a common way to
– Name and do bindings

– Start and end services

– Query, subscription, and notification

– Share error messages
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WSRF & WSWSRF & WS--NotificationNotification

Naming and bindings (basis for virtualization)
– Every resource can be uniquely referenced, and has 

one or more associated services for interacting with it
Lifecycle (basis for fault resilient state management)
– Resources created by services following factory pattern
– Resources destroyed immediately or scheduled

Information model (basis for monitoring & discovery)
– Resource properties associated with resources
– Operations for querying and setting this info
– Asynchronous notification of changes to properties

Service Groups (basis for registries & collective svcs)
– Group membership rules & membership management

Base Fault type
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WSRF WSRF vsvs XML/SOAPXML/SOAP

The definition of WSRF means that the Grid 
and Web services communities can move 
forward on a common base
Why Not Just Use XML/SOAP?
– WSRF and WS-N are just XML and SOAP
– WSRF and WS-N are just Web services
Benefits of following the specs:
– These patterns represent best practices that 

have been learned in many Grid 
applications

– There is a community behind them
– Why reinvent the wheel?
– Standards facilitate interoperability
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Standard InterfacesStandard Interfaces

Service information
State representation
– Resource
– Resource Property

State identification
– Endpoint Reference

State Interfaces
– GetRP, QueryRPs, 

GetMultipleRPs, SetRP

Lifetime Interfaces
– SetTerminationTime
– ImmediateDestruction

Notification Interfaces
– Subscribe, Notify

ServiceGroups

Web
Service

GetRP

GetMultRPs

SetRP

QueryRPs

Subscribe
SetTerm

Time
Destroy

Client
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Globus and Web ServicesGlobus and Web Services

WSDL, SOAP, WS-Security

WS-A, WSRF, WS-Notification

WSRF Web 
Services
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Globus Core: Java , C (fast, small footprint), Python
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Globus and Web ServicesGlobus and Web Services

WSDL, SOAP, WS-Security

WS-A, WSRF, WS-Notification

Another
WSRF
Service

WSRF Web 
Services

R
eg

is
try

an
d 

A
dm

in

G
lo

bu
s 

 C
on

ta
in

er
(e

.g
., 

A
pa

ch
e 

A
xi

s)
User Applications

Globus Core: Java , C (fast, small footprint), Python



45

Globus and Web ServicesGlobus and Web Services

WSDL, SOAP, WS-Security

Custom
Web

Services

WS-A, WSRF, WS-Notification

Another
WSRF
Service

WSRF Web 
Services
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Globus Core: Java , C (fast, small footprint), Python
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The Introduce Authoring ToolThe Introduce Authoring Tool

Define service

Create skeleton

Discover types

Add operations

Configure security

Modify service

Introduce: Hastings, Saltz, et al., Ohio State University

See also: SOAPLab,
OPAL, pyGlobus,
Gannon, etc.



47Shannon Hastings, http://dev.globus.org/wiki/Incubator/Introduce
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Generated Service SkeletonGenerated Service Skeleton

Shannon Hastings, http://dev.globus.org/wiki/Incubator/Introduce
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Generated Service SkeletonGenerated Service Skeleton

= introduce generated
= globus/axis generated
= developers contribution

Shannon Hastings, http://dev.globus.org/wiki/Incubator/Introduce
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Summary so farSummary so far

Introduction to Web services

Need for standards

Building services with Introduce
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The Globus Approach:The Globus Approach:
Philosophy and TechnologyPhilosophy and Technology
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Globus isGlobus is……

A collection of solutions to problems that 
come up frequently when building 
collaborative distributed applications
Software for Grid infrastructure
– Service enable new & existing resources
– Uniform abstractions & mechanisms
Tools to build applications that exploit Grid 
infrastructure
– Registries, security, data management, …
Open source & open standards
– Each empowers the other
Enabler of a rich tool & service ecosystem
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Globus is an Hour GlassGlobus is an Hour Glass

Local sites have their own

policies, installs – heterogeneity!
– Queuing systems, monitors, 

network protocols, etc

Globus unifies – standards!
– Build on Web services 

– Use WS-RF, WS-Notification to 
represent/access state

– Common management 
abstractions & interfaces 

Local heterogeneity

Higher-Level Services
and Users

Standard
Interfaces
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Globus is a Building BlockGlobus is a Building Block

Basic components for Grid functionality
– Not turnkey solutions, but building blocks & 

tools for application developers & system 
integrators

Highest-level services are often application 
specific, we let aps concentrate there

Easier to reuse than to reinvent
– Compatibility with other Grid systems 

comes for free

We provide basic infrastructure to get you 
one step closer
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Globus PhilosophyGlobus Philosophy

Globus was first established as an open 
source project in 1996

The Globus Toolkit is open source to:
– Allow for inspection

> for consideration in standardization processes

– Encourage adoption
> in pursuit of ubiquity and interoperability

– Encourage contributions
> harness the expertise of the community

The Globus Toolkit is distributed under the 
(BSD-style) Apache License version 2 
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dev.globus dev.globus 

Governance model based on Apache Jakarta
– Consensus based decision making

Globus software is organized as several 
dozen “Globus Projects”
– Each project has its own “Committers”

responsible for their products

– Cross-project coordination through shared 
interactions and committers meetings

A “Globus Management Committee”
– Overall guidance and conflict resolution
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http://dev.globus.org

Guidelines
(Apache
Jakarta)

Infrastructure
(CVS, email,

bugzilla, Wiki,
licenses)

Projects
Include

…
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Globus Technology AreasGlobus Technology Areas

Core runtime
– Infrastructure for building new services

Security
– Apply uniform policy across distinct systems

Execution management
– Provision, deploy, & manage services

Data management
– Discover, transfer, & access large data

Monitoring
– Discover & monitor dynamic services
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NonNon--Technology ProjectsTechnology Projects

Distribution Projects 
– Globus Toolkit Distribution

– Process in use since April ’07

Documentation Projects 
– GT Release Manuals 

Incubation Projects
– Incubation management project

– And any new projects wanting to join
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Incubator
Projects

Globus Software: Globus Software: dev.globus.orgdev.globus.org

Security Execution
Mgmt

Info
Services

Common
Runtime

Globus Projects

Other

MPICH G2

GridWay

Data Mgmt

Incubation
Mgmt

GridFTP

Reliable
File

Transfer

OGSA-DAI

GRAM

MDS4CAS

Data
RepDelegation

Replica
Location

Java 
Runtime

C 
Runtime

Python 
Runtime C Sec GT4 Docs

GSI-
OpenSSH

MyProxy

Globus
Toolkit
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Globus User CommunityGlobus User Community

Large & diverse
– 10s of national Grids, 100s of applications, 

1000s of users; probably much more

– Every continent except Antarctica

– Applications ranging across many sciences

– Dozens (at least) of commercial deployments

Successful
– Many production systems doing real work

– Many applications producing real results

Smart, energetic, demanding
– Constant stream of new use cases & tools
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How it How it ReallyReally HappensHappens

Implementations are provided by a mix of
– Application-specific code

– “Off the shelf” tools and services

– Tools and services from Globus

– Tools and services from the Grid community 
(compatible with Globus)

Glued together by…
– Application development

– System integration
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So lets walk through some use casesSo lets walk through some use cases

Replication – in LIGO and ESG

Job Submission – Using GRAM, Gridway, 
and Workflows

Information Services in TeraGrid and ESG



Replication: LIGO and ESGReplication: LIGO and ESG
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Birmingham•

LIGO Gravitational LIGO Gravitational 
Wave ObservatoryWave Observatory

Some material 
compliments of Ann 
Chervenak (ISI), Scott 
Koranda (UWM)

Cardiff

AEI/Golm
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LIGO: The ScienceLIGO: The Science

Laser Interferometer Gravitational wave 
Observatory

Measure time for light to pass between 2 
mirrors
– Space-time ripples cause the distance 

measured by a light beam to change as the 
gravitational wave passes by

Two of the three interferometers operated 
in unison must agree in order to rule out 
false signals and confirm that a 
gravitational wave has passed through the 
earth



67

LIGO Data NeedsLIGO Data Needs

Current Data
– 25 Million unique files, over 125 million 

actual files, across 10 sites

– Detector gathers data every 16 seconds
> 1 to 100 Meg files, slightly less than a terabyte/day

> Full data stored on tape at CalTech

– Derived data sets from users
> About 1/3 of the data being stored, but growing

End Users
– Scientists studying gravitational waves

Primary Technological Concern
– Replication for faster access and reliability
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The ChallengeThe Challenge

Replicate 1 TB/day of data to 10+ 
international sites.

– Provide scientists with the means to specify 
and discover data based on application 
criteria (metadata)

– Provide scientists with the means to locate 
copies of data
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique  File Names

Disk Array Disk Cache

Application

Replica 
Selection

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS
File Locations

Unique 
File Name

1

File transfer
commands
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS

Metadata Catalog 
maps a set of 

attributes to a set of 
unique file names

File Locations

Unique 
File Name

1

File transfer
commands
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS

Unique 
File Name

2
File transfer
commands
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache
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Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations
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Selected
Replica
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File Name
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS

Unique 
File Name

3

File transfer
commands

Replica Catalog 
maps a unique file 

name to a set of file 
locations
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS
File Locations

Unique 
File Name

4

File transfer
commands

Replica Selection 
uses info sources to 
select best file from 

a set
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
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Unique 
File Name

5
File transfer
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS

Unique 
File Name

6 File transfer
commands
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MetadataMetadata
Communities that share data need 
metadata standards
– Often overlooked in project planning, but it 

is essential and non-trivial

Metadata is as much a social challenge as a 
technical one
– Requires different expertise, including a 

heavy dose of expertise and experience in 
the problem domain

– Can’t expect an IT team to solve this 

Data curation is a job description, not a 
software feature
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Globus Replica Location Service Globus Replica Location Service 

Maintains mappings between logical identifiers 
and target names

Unique identifier or Logical File Name (LFN)
– Location-independent identifier (name)
– Example: foo

File location or Physical File Name (PFN)
– Specific file identifier such as a URL
– E.g.: gsiftp://myserver.mycompany.com/foo

RLS maps between LFNs and PFNs
– foo ⇒ gsiftp://myserver.mycompany.com/foo
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Local Replica CatalogLocal Replica Catalog

Local replica catalog (LRC): Catalog of 
unique name to file location mappings

Local Replica Catalog (LRC)

fee⇒ gsiftp://dataserver.mycompany.com/fee
fii⇒ file://nodeA.mycompany.com/fii
foo⇒ file://nodeB.mycompany.com/foo 
fum⇒ https://www.mycompany.com/fum

Local Replica Catalog (LRC)

fee⇒ gsiftp://dataserver.mycompany.com/fee
fii⇒ file://nodeA.mycompany.com/fii
foo⇒ file://nodeB.mycompany.com/foo 
fum⇒ https://www.mycompany.com/fum
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Replica Location IndexReplica Location Index

Replica Location Index (RLI): Aggregate 
information about one or more LRCs
Only the LFN content for LRC is aggregated
– Each configured LRC sends list of unique file 

names to LRCs
– File location information is not aggregated

LRCLRC LRCLRC LRCLRC LRCLRC LRCLRC

RLIRLI RLIRLI
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache
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Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations

NWS

Selected
Replica

Performance
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Replica Location 1 Replica Location 2 Replica Location 3
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Unique 
File Name

File transfer
commands
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GridFTP: The ProtocolGridFTP: The Protocol

A high-performance, secure, reliable data 
transfer protocol optimized  for high-
bandwidth wide-area networks
– FTP with well-defined extensions
– Uses basic Grid security 
– Multiple data channels for parallel transfers
– Partial file transfers
– Third-party transfers
– Reusable data channels
– Command pipelining

GGF recommendation GFD.20
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GridFTP the ServiceGridFTP the Service

100% Globus code
– No licensing issues

– Stable, extensible

IPv6 Support

XIO for different transports

Striping multi-Gb/sec wide area transport

Pluggable
– Front-end: e.g., future WS control channel

– Back-end: e.g., HPSS, cluster file systems

– Transfer: e.g., UDP, NetBLT transport
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Parallel Data StreamsParallel Data Streams

Multiple TCP streams 
between sender and 
receiver

Sender pushes multiple 
blocks in parallel streams

Blocks reassembled at 
receiving side and put 
into correct order 

Protection against 
dropped packets for each 
stream

Parallel Transfer
Fully utilizes bandwidth of

network interface on single nodes
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Striped GridFTP ServiceStriped GridFTP Service

Multiple nodes work together as a single logical 
GridFTP server 
Every node of the cluster is used to transfer 
data into/out of the cluster
– Each node reads/writes 

only pieces they’re
responsible for

– Head node coordinates transfers

Multiple levels of parallelism
– CPU, bus, NIC, disk etc.
– Maximizes use of Gbit+ WANs

Striped Transfer
Fully utilizes bandwidth of

Gb+ WAN using multiple nodes.
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GridFTP FeaturesGridFTP Features

TCP buffer size control 
– Tune buffers to latency of network

– Regular FTP optimized for low latency 
networks, not tunable

Dramatic improvements for high latency 
WAN transfers
– 90% of network utilization possible

– 27 GB/s achieved with commodity hardware
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DiskDisk--toto--disk on TeraGriddisk on TeraGrid
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Recent Improvements:Recent Improvements:
GridFTP over SSHGridFTP over SSH

The Problem
– Not all users require GSI 

and the need for 
certificate infrastructure.

The Solution
– Use SSH for Control 

Channel
– Data channel remains as 

is, so performance is still 
GridFTP

Included in 4.1.2 
development release
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RFT RFT -- File Transfer QueuingFile Transfer Queuing

A WSRF service for queuing file transfer 
requests
– Server-to-server transfers

– Checkpointing for restarts

– Database back-end for failovers

Allows clients to requests transfers and 
then “disappear”
– No need to manage the transfer

– Status monitoring available if desired
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Reliable File Transfer (RFT)Reliable File Transfer (RFT)

RFT ServiceRFT Service

RFT ClientRFT Client

GridFTP ControlGridFTP Control

GridFTP DataGridFTP Data

GridFTP ControlGridFTP Control

GridFTP DataGridFTP Data

Web Service 
invocation

(SOAP via https)

Optional 
notifications

Client API 
speaks GridFTP 
protocol

Multiple parallel 
data channels 

move files

Relational 
Database
preserves 

state

Relational 
Database
preserves 

state

Has transferred >900,000 files.
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Globus RFTGlobus RFT

Supports concurrency
– Multiple files in transit at any given time

– Useful when transferring many small files

Restart markers saved by service in DB
– Failed transfers restarted from midpoint

Client need not stay connected during 
transfers

Clients check status in two ways
– Subscribe to notifications from RFT service

– Poll service to find status of transfers
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Globus RFT (2)Globus RFT (2)

Exposes WSRF compliant interface
– Code RFT client using favorite Web services tools

Single RFT service fronts multiple RFT 
resources
– Each “user” can have separate resource
– Each resource maintains own queue, notifications, 

lifetime

Delete sets of files/directories on a GridFTP 
server
Configurable exponential back off before 
retrying failed transfer
Configurable number of retries for failed 
transfers per request
Transfer all or none option
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

File Locations

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS

Unique 
File Name

File transfer
commands
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LIGO Data Grid: Before & AfterLIGO Data Grid: Before & After
Before:

Data replication via 
“FedEx” Grid

Ad-hoc site-by-site 
idioms for finding data

Ad-hoc error prone 
mapping from metadata 
to file names

Workflow limited to a 
single resource site

After:

24 x 7 x 365 continuous fault 
tolerant data streaming

Single client tool for scientists 
and applications to find data

Scientists concentrate on 
metadata and not file names

Multi-site planning of 
workflows across LIGO Data 
Grid

LIGO scientists searching for signals from neutron stars and black holes 
run more jobs across more resources and access more data using 
the LIGO Data Grid.

Papers are published faster due to the LIGO Data Grid.

LIGO scientists searching for signals from neutron stars and black holes 
run more jobs across more resources and access more data using 
the LIGO Data Grid.

Papers are published faster due to the LIGO Data Grid.
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Earth System GridEarth System Grid
On-demand access to 
climate simulation data
– Multiple archives

– Interactive query

– Per-collection control

– Server-side processing

Crucial technology to 
securely access, 
monitor, catalog, 
transport, and 
distribute climate data

www.earthsystemgrid.org
Some material compliments of D. Berholdt (ORNL), D. Middleton (NCAR)
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ESG In a NutshellESG In a Nutshell
Users
– Scientists studying climate changes

– Educational use

– Governmental studies

Primary concerns: 
– 24/7 delivery of data to a wide set of end 

users

– Portal-based access

– Troubleshooting infrastructure
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
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Unique 
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File transfer
commands
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS
File Locations

Unique 
File Name

File transfer
commands

ESG Specific General Infrastructure
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Basic Replication Selection Basic Replication Selection 
ArchitectureArchitecture

Metadata 
Catalog

Replica 
Catalog

Tape Library

Disk Cache

Attribute 
Specification

Unique File Names

Disk Array Disk Cache

Application

Replica 
Selection

NWS

Selected
Replica

Performance
Information &
Predictions

Replica Location 1 Replica Location 2 Replica Location 3

MDS
File Locations

Unique 
File Name

File transfer
commands

ESG Specific General Infrastructure

ESG Users need 
simple interfaces 
since they have 
many different 
backgrounds
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But what about security?But what about security?

Security needed so that ESG software can act 
on users behalf as well

Even if data is public, data access needs to be 
tracked

In the Grid space, this is generally done using 
x509 electronic certificates
– Digital document that is part of a public key private 

key infrastructure

– Signed by 3rd party – the Certificate Authority (CA)

– Often not easy for users to interact with

– Can be heavy weight for and administrators as well

ESG uses a system called PURSE: Portal-Based 
User Registration Service
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User RegistrationUser Registration
The user fills out 
the registration 
Web form
– Establishes an 

ID/password

– Information is 
stored in PURSE 
database

The administrator 
is sent email
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Administrator ApprovalAdministrator Approval

Administrator visits 
the registration Web 
page and retrieves the 
registration data

If the administrator 
approves the request, 
system generates a 
certificate and stores 
it in a proxy 
repository

The user is sent email
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User LoginUser Login
The user logs into the application Web site using 
the ID/password established during registration

The application obtains a proxy using from the 
proxy repository

The application uses the proxy to authenticate to 
Grid services and allows other services to act on 
behalf of the user

ESG manages to track their data use

Services run as known users (safely with Grid 
Security Infrastructure)

Users have very easy access 
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Main ESG PortalMain ESG Portal IPCC AR4 ESG PortalIPCC AR4 ESG Portal
130 TB of data at four locations

840,331 files
Includes the past 6 years of joint DOE/NSF 
climate modeling experiments

35 TB of data at one location
77,400 files
Generated by a modeling campaign coordinated by the 
Intergovernmental Panel on Climate Change
Model data from 11 countries

3,200 registered users 1,245 registered analysis projects

Downloads to date
25 TB
91,000 files

Downloads to date
245 TB
914,400 files
500 GB/day
(average)

> 300 scientific papers published to 
date based on analysis of IPCC AR4 
data

ESG facts and figuresESG facts and figures

Worldwide ESG user base
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Job Submission: GRAM, Job Submission: GRAM, 
GridWayGridWay, and Workflows, and Workflows
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Traditional ResourceTraditional Resource
Management ApproachManagement Approach

Have access to numerous sites
– Accounts, permissions, etc

Use a Metascheduler to make resource 
selection decisions
– GridWay

– Metascheduler uses GRAM to contact the 
difference local queuing systems

Use workflows to tie together functionality
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GRAM:GRAM:
Grid Resource Allocation ManagerGrid Resource Allocation Manager

Common WS interface to schedulers
– Unix, Condor, LSF, PBS, SGE, …

More generally: interface for process 
execution management
– Lay down execution environment 

– Stage data

– Monitor & manage lifecycle

– Kill it, clean up
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GRAM GRAM -- Basic Job Basic Job 
Submission and Control ServiceSubmission and Control Service

A uniform service interface 
for remote job submission 
and control
– Includes file staging and I/O 

management
– Includes reliability features
– Supports basic Grid security 

mechanisms
– Available in Pre-WS and WS

GRAM is not a scheduler.
– No scheduling
– No metascheduling/brokering
– Often used as a front-end to 

schedulers, and often used to 
simplify metaschedulers/brokers
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GRAM4 (aka WS GRAM)GRAM4 (aka WS GRAM)

2nd-generation WS implementation 
optimized for performance, flexibility, 
stability, scalability

Streamlined critical path
– Use only what you need

Flexible credential management
– Credential cache & delegation service

GridFTP & RFT used for data operations
– Data staging & streaming output

– Eliminates redundant GASS code
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Using GRAM Using GRAM vsvs Building a ServiceBuilding a Service

GRAM is intended for jobs that
– are arbitrary programs

– need stateful monitoring or credential 
management

– Where file staging is important

If the application is lightweight, with 
modest input/output, may be a better 
candidate for hosting directly as a WSRF 
service
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GridWayGridWay MetaMeta--SchedulerScheduler

Scheduler virtualization layer on top of Globus 
services 
– A LRM-like environment for submitting, monitoring, 

and controlling jobs

– A way to submit jobs to the Grid, without having to 
worry about the details of exactly which local 
resource will run the job

– A policy-driven job scheduler, implementing a 
variety of access and Grid-aware load balancing 
policies

– Accounting

GridWay:  http://www.gridway.org
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• standard API (OGF DRMAA)
• Command Line Interface 

• open source
• job execution management 
• resource brokering 

• Globus services
• Standard interfaces
• end-to-end (e.g. TCP/IP) 

• highly dynamic & heterogeneous
• high fault rate

GridWay:  http://www.gridway.org
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Execution
Manager

Transfer
Manager

Information
Manager

Dispatch
Manager

Request
Manager

Scheduler

Job Pool Host Pool

DRMAA library CLI

GridWay Core

Grid
File Transfer

Services

Grid
Execution
Services

GridFTP RFT pre-WS
GRAM

WS
GRAM

Grid
Information

Services

MDS2 MDS2
GLUE MDS4

Resource Discovery
Resource Monitoring
Resource Discovery
Resource Monitoring

Job Preparation
Job Termination
Job Migration

Job Preparation
Job Termination
Job Migration

Job Submission
Job Monitoring
Job Control
Job Migration

Job Submission
Job Monitoring
Job Control
Job Migration

GridWay:  http://www.gridway.org
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GridWayGridWay 5.2 Features5.2 Features

Workload management
– Advanced (Grid-specific) scheduling policies
– Fault detection & recovery
– Accounting
– Array jobs, DAG workflows, and MPI jobs
User Interface
– OGF standards: JSDL (POSIX Profile) & 

DRMAA (C and JAVA) 
– Analysis of trends in resource usage 
– Command line interface, similar to that 

found on local LRM Systems
– Easier installation through the auto-tools 

framework

GridWay:  http://www.gridway.org
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GridWayGridWay is Widely Deployedis Widely Deployed
IRISGrid: The Spanish National Grid 
Infrastructure 
A Prototype Grid System at 
Politecnico di Torino 
CABGrid: A Virtual Laboratory for 
Computational Astrobiology 
C2VO: Grid infrastructure 
development for the implementation 
of a Computational Chemistry 
Virtual Organization 
Grid Activities at European Space 
Astronomy Centre 
CRO-GRID: Croatian Grid 
Infrastructure 
Sun Microsystems Solution Center 
World Grid 
Campus Grid by Universidade do 
Porto and Sun Microsystems 
A Grid System for Space Exploration 
EGEE (Enabling Grids for E-
sciencE): European Grid 
Infrastructure 

BEinGRID Project 
GridX1: A Canadian Computacional
Grid for HEP Applications Grid 
Infrastructure at Madras Institute of 
Technology (Anna University) 
Grid Computing Environment of the 
Taiwan National Center for High-
Performance Computing 
UABGrid: Grid Infrastructure in the 
University of Alabama at 
Birmingham 
AstroGrid-D: German Astronomy 
Community Grid 
EMBRACE Project 
Australian Partnership for Advanced 
Computing Grid 
RASCI: Andalusian Scientific 
Supercomputing Network 
ThaiGrid: Thailand High-
performance Advanced 
Infrastructure Grid 

http://www.gridway.org/successstories/projectsinfrastructures.php
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But what if we have 10,000 jobs?
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Why Workflows?Why Workflows?

Already have many tools for submitting 
jobs , data transfer etc
– But that doesn't make an application

Submitting jobs and moving data is a 
means to an end
– to solve some problem large or small]

Workflows offer a higher level approach
– Instead of running individual Grid tasks 

manually, build an application up of these 
basic components

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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What is workflow?What is workflow?

Mechanisms to tie pieces of application 
together in standard ways

Better than doing it yourself
– Workflow systems handle many of the gritty 

details
>you could implement them yourself

>you would do it very badly (trust me – even better, ask 
Miron)

– Useful 'additional' functionality beyond basic 
plumbing such as providing provenance

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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What we have:

– two applications

– some data

Goal: produce a JPEG of a slice through the 
supplied brain.

A simple exampleA simple example

slicer convert

brain volume

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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A simple exampleA simple example

We can arrange these to get our result

slicer

convert

brain volume

desired slice JPEG

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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A slightly more complicated A slightly more complicated 
exampleexample

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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A slightly more complicated A slightly more complicated 
exampleexample

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 

One of these is
The previous
full workflow!
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A slightly more complicated A slightly more complicated 
exampleexample

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 

When this was run on 1 site,
160 scans took 2.5 months to complete

When it was parallelized, 
250 scans took 4 days to complete
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1200 node workflow graph1200 node workflow graph

~1200 node workflow, 7 levels
Mosaic of M42 created on
the Teragrid using PegasusMontage toolkit

http://montage.ipac.caltech.edu/

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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Askalon
Bigbross Bossa
Bea's WLI
BioPipe 
BizTalk 
BPWS4J 
Breeze
Carnot
Con:cern
DAGMan 
DiscoveryNet
Dralasoft
Enhydra Shark
Filenet
Fujitsu's i-Flow
GridAnt 
Grid Job 
Handler 
GRMS

ObjectWeb
Bonita
OFBiz
OMII-BPEL
Open Business 
Engine
Oracle's 
integration 
platform
OSWorkflow
OpenWFE
Q-Link
Pegasus
Pipeline Pilot
Platform Process 
Manager
P-GRADE
PowerFolder
PtolemyII
Savvion
Seebeyond

GWFE 
GWES
IBM's holosofx 
tool
IT Innovation 
Enactment 
Engine 
ICENI
Inforsense
Intalio
jBpm
JIGSA 
JOpera 
Kepler 
Karajan
Lombardi
Microsoft 
WWF
NetWeaver
Oakgrove's
reactor

Sonic's orchestration 
server
Staffware
ScyFLOW 
SDSC Matrix 
SHOP2 
Swift
Taverna
Triana 
Twister
Ultimus
Versata
WebMethod's 
process modeling
wftk 
XFlow
YAWL Engine 
WebAndFlo 
Wildfire
Werkflow
wfmOpen
WFEE
ZBuilder ……

Many Workflow SystemsMany Workflow Systems
No Clear LeaderNo Clear Leader
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Most Workflow SystemsMost Workflow Systems

Abstract representation of the program
– Visual DAG, XML, etc

– Tasks listed with requirements

Map the abstract workflow into a concrete 
list of tasks
– May perform substitutions

> delete part of graph if it exists, simplify, or replicate

Map concrete tasks to physical resources
– Site selection

Execute the tasks

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 



133

Graph RewritingGraph Rewriting

A way of modifying workflows
– Make an abstract graph more concrete 

through a series of graph transforms

– Prune and simplify where possible

Examples:
– Reduction to use existing data products 

when possible

– Expansion to include large data read in/out 
tasks

– Explicit inclusion of implicit tasks (directory 
creation, replica registration, etc)

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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Site SelectionSite Selection

Abstract job description -> site selection and 
data source selection by programs instead of 
you

Let programs decide where to run programs, 
where to get data
– Given an abstract description 'I want to run 

“slicer”'

– Returns more concrete 'run slicer on site X'

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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Site Selection is hardSite Selection is hard

• Good site selection turns out to be hard
• Current area of research

• Same problem as selecting the right site to 
run a simple job on – multiplied by as many 
nodes as you have

• Many systems use round robin, random by 
default

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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Site Selection is hard (2)Site Selection is hard (2)

"Prediction is hard -- especially about the 
future." -- Yogi Berra

• Queue time – in minutes rather than jobs
• Better to pick 100th place in a queue of 1 minute 

jobs than 3rd place in a queue of 24 hour jobs

• Network behaviour
• Moving data around is non-trivial, and non 

deterministic

• Job behaviour varies
• Users have shown to be very poor here

• Lots of information needed
• CPU speed, system RAM
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ProvenanceProvenance

Provenance is a term from fine art

Information about:
– Where results come from

– How they were computed

Know what has been computed already

Various ways to use this information
– For example in graph pruning example 

earlier we knew some data had already been 
computed

Ben Clifford, http://www.iceage-eu.org/issgc07/lectureMaterial/workflow-presentation.pdf 
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SwiftScript
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SwiftScript
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Execution
Engine

Basic Swift ArchitectureBasic Swift Architecture
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user
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Ben Clifford
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SwiftScript

Abstract
computation

SwiftScript
Compiler

Specification Execution

Provenance
data

Provenance
data

Provenance
collector

launcher

launcher

file1

file2

file3

App
F1

App
F2

Scheduling

Execution
Engine

Basic Swift ArchitectureBasic Swift Architecture

Site Selector

user

gram and gridftp

Ben Clifford

1) Abstract
Representation

2) Concrete Tasks

3) Map Tasks
to Resources

4) Run 
Tasks
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Several Other Workflow (like)Several Other Workflow (like)
Incubator ProjectsIncubator Projects

Workflow Enactment Engine Project (WEEP)
– Workflow enactment service, orchestrates the 

services as described by BPEL compliant document

Higher-Order Components-Service Arch (HOC-
SA)
– Simplifies Grid application development, provides a 

higher-level interface 

Grid Execution Management for Legacy Code 
Applications (GEMLCA)
– Create a production-level solution to grid-enable 

legacy codes in order to run them on the Grid

CoG Workflow
– Java CoG Kit Workflow project 

Virtual Workspaces Service 
– Allows an authorized Grid client to deploy an 

environment described by workspace meta-data
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Summary for Job ManagementSummary for Job Management

GRAM gives you a unified way to interface 
to different local sites

GridWay can be used to make the higher 
level scheduling decisions

Workflows can give you higher level 
capabilities  



Information Services: Information Services: 
TeraGrid and ESGTeraGrid and ESG
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UCSD UT

UC/ANL

NCSA
PSC

ORNL

PU
IU

A National Science Foundation Investment 
in Cyberinfrastructure

$100M 3-year construction (2001-2004)
$150M 5-year operation & enhancement 

(2005-2009)

NSFNSF’’s TeraGrids TeraGrid
TeraGrid DEEP: Integrating NSF’s 
most powerful computers (60+ TF)

– 2+ PB Online Data Storage
– National data visualization facilities
– World’s most powerful network (national 

footprint)
TeraGrid WIDE Science Gateways: 
Engaging Scientific Communities 

– 90+ Community Data Collections
– Growing set of community partnerships 

spanning the science community.
– Leveraging NSF ITR, NIH, DOE and other 

science community projects.
– Engaging peer Grid projects such as Open 

Science Grid in the U.S. as peer Grids in 
Europe and Asia-Pacific.

Base TeraGrid Cyberinfrastructure:
Persistent, Reliable, National

– Coordinated distributed computing and 
information environment

– Coherent User Outreach, Training, and Support
– Common, open infrastructure services

Ray Bair, Argonne National Laboratory



144

Allow resource providers, users, and partners to 
publish and discover information 

– What are the TG compute resources?
– What capabilities does resource X provide?
– Where are the login services?
– Where can I get data collection Y?
– Who has a queue prediction service?
– Who has a weather forecasting service?

Provide a mechanism that is suitable for TeraGrid’s
open community

– Publishers register information (as opposed to turning it 
over to a central database)

– Central index (like Google) enables aggregation, discovery
– Multiple access interfaces (WS/SOAP, WS/ReST, browser)

The ChallengeThe Challenge
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TG Information ServicesTG Information Services……

…IS NOT… …IS…
A central database (Data Warehouse) A central index/aggregation (Google)

A new user interface A way user interfaces access 
information

A single implementation/tool Includes several tools

Way to manage scientific information Way to manage Grid meta-data

A data management system 
(database)

An information publishing system

A single software interface Accessed using several useful 
interfaces

A specific set of data Phased growing set of data 

Changed data ownership Ownership maintained as appropriate

…is a coordinated way to publish, index, and access public 
[Tera]Grid information using software interfaces.



146

Issues Issues -- TechnicalTechnical

Information is stored in many legacy systems
– Databases (several types, restricted access)
– Static & dynamic web browser interfaces

Schema are many and diverse
– Impractical to design a relational database that 

supports all of these data types and relations

Many kinds of clients (browsers, SOAP, ReST)
High availability is critical
– The service will be depended on both by TG 

operations (testing, documentation, planning) and by 
many TG users and partners, so it must be available 
all the time and very stable

– Goal is 99.5% availability
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Issues Issues -- SocialSocial

TG is a community of independent service 
providers
– Independence is prized

– Ownership of information (and its quality 
control) is important

– Participation in other grids is typical

Publishers have low threshold for tech 
hassles
– Publishing mechanism must be simple

The solution must add to (not replace) 
existing interfaces
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MDS4 OverviewMDS4 Overview

Components
– Index Service – aggregates information and provides 

a query interface
– Trigger Service – aggregates information and takes 

actions when conditions are met
– WebMDS - subsets and transforms XML based on 

XPath queries, XSLT transforms and style sheets
– Information provider APIs – integration with legacy 

systems
– APIs and command-line clients for developers

Implemented as Web services
Uses WSRF (lifecycle, resource properties, etc.)
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The MDS4 HourglassThe MDS4 Hourglass

Schemas

Information Users :
Schedulers, Portals, Warning Systems, etc.

Other 
sources of 
information

Services
(GRAM, RFT, RLS)

Queueing Systems
(PBS, Torque, etc.)

WS standard 
interfaces for 
subscription, 
registration, 
notification
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RegistrationRegistration

Publisher registers available content
– Local service maintains a registration with the 

central indices
– Registration expires automatically, so refresh is 

needed periodically
– Publishers retain ownership and operation of their 

own information service (can be registered with 
other grids!)

Index services pull content
– Registrations are subject to access control
– Uses registration data to contact service and get 

latest content
– Caches content locally, subject to purge policy
– Cache allows for service outages, etc.
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Information Services Users Information Services Users 
User Documentation User Portal

Database?Database?

Gateways

Peer Grids

User Applications

info.teragrid.org

Others
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Queue Contents in User PortalQueue Contents in User Portal
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Resource/Capability InfoResource/Capability Info
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Where are GridFTP services?Where are GridFTP services?
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Results Results -- TeraGridTeraGrid

Considerable excitement from information owners…
– A way to raise awareness for their information & 

capabilities
– Doesn’t require them to replace legacy systems or turn 

information over to someone else

…and information consumers
– Simple, consistent access mechanisms for lots of 

information types
– A mediating agency for independent service operators

Integration to date:
– Compute service descriptions and queue status
– Software & service availability registry
– Central documentation
– Verification & validation testing service
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Earth Systems Grid and ReliabilityEarth Systems Grid and Reliability

ESG users are 24 x 7

ESG sys admins are not!

Distributed systems have many 
components, and the more pieces added 
into the mix, the more likely a failure is to 
occur
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ESG TechnologiesESG Technologies
Climate data

– Metadata catalog

– OPenDAP-G (aggregation and 
subsetting)

Data management
– Data Mover Lite

– Storage Resource Manager

– Globus Security Infrastructure

– GridFTP

– Globus Replica Location Service

Security services
– Access control

– MyProxy

– PURSE User registration

Data
Subsetting

Access
Control

User
Registration

OPeNDAP-GMyProxy SRM DISK
Cache

ESG Web Portal

NCAR
Cache

NCAR
MSS

RLS SRM

ORNL
HPSS

RLS SRM

RLS

SRM
RLS LANL

Cache

search
browse

download
Web

Browser
Web

Browser

DMLDML Data
User

publishWeb
Browser

Web
Browser

Data
Provider

Monitoring
Services

Data
Publishing

Climate
Metadata

Catalogs
Browsing

Usage
Metrics

Data
Download

Data
Search

NERSC

MSS, HPSS: Tertiary
data storage systems
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Monitoring Overall System StatusMonitoring Overall System Status

Deployed Globus Monitoring and 
Discovery System (MDS4)

Information providers check 
resource status every 10 minutes

Report status to Index Service
– Collection point for data

– One place to query for overall 
status

Information in Index Service is 
queried by ESG Web portal
– Used to generate overall picture 

of  state of ESG resources
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MDS4 Trigger ServiceMDS4 Trigger Service
Use same information providers to feed 
data to a warning system

Evaluate that data against a set of pre-
configured conditions (triggers)

When a condition matches, action occurs
– Email is sent to pre-defined address

– Web site updated
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ESG: Warning on Errors SampleESG: Warning on Errors Sample

Total error messages for May 2006 47

Messages related to certificate and configuration 
problems at LANL

38

Failure messages due to brief interruption in 
network service at ORNL on 5/13

2

HTTP data server failure at NCAR 5/17 1

RLS failure at LLNL 5/22 1

Simultaneous error messages for SRM services at 
NCAR, ORNL, LBNL on 5/23

3

RLS failure at ORNL 5/24 1

RLS failure at LBNL 5/31 1

Ann Chervenak, USC/ISI
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Summary of Information ServicesSummary of Information Services

TeraGrid has a system to allow users to 
discover software and services

Earth Systems Grid uses the Trigger 
services for alarms on errors



GT4 and IncubatorsGT4 and Incubators
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GT4 is a Distribution ProjectGT4 is a Distribution Project

Collection of dev.globus software packaged 
and documented
Components included must meet additional 
requirements
– Coding standard
– Testing coverage
– Documentation coverage

> User, admin, developer

– Response time for bugs and releases
– Cannot change interfaces within a major 

release
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Incubator
Projects

Globus Software: Globus Software: dev.globus.orgdev.globus.org
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Incubator
Projects

Globus Software: Globus Software: dev.globus.orgdev.globus.org
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Incubator
Projects

Globus Software: Globus Software: dev.globus.orgdev.globus.org
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Incubator Process in Incubator Process in dev.globusdev.globus

Entry point for new Globus projects
Incubator Management Project (IMP)
– Oversees incubator process form first 

contact to becoming a Globus project
– Quarterly reviews of current projects
– Process being debugged by “Incubator 

Pioneers”

http://dev.globus.org/wiki/Incubator/ 
Incubator_Process
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Incubator Process (1 of 3)Incubator Process (1 of 3)

Project proposes itself as a Candidate
– A proposed name for the project; 
– A proposed project chair, with contact info;
– A list of the proposed committers for the 

project; 
– An overview of the aims of the project; 
– An overview of any current user base or 

user community, if applicable;
– An overview of how the project relates to 

other parts of Globus; 
– A summary of why the project would 

enhance and benefit Globus.
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Incubator Process (2 of 3)Incubator Process (2 of 3)

IMP meet, discuss, and accept project 
as a Incubator Project
– Project is now part of the Incubator 

framework
– Get assigned a Mentor to help

>Member of IMP
>Bridge between Globus and new 

Incubator Project
– Opportunity to get up to speed on Globus 

Development process
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Incubator Process (3 of 3)Incubator Process (3 of 3)

Quarterly reviews by IMP determine
– Stay an Incubator Project

– Retire

– Escalate to a full Globus project

Escalation when Project passes checklist
– Legal

– Meritocracy

– Alignment/Synergy

– Infrastructure
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25 Current25 Current
Active Incubator ProjectsActive Incubator Projects

CoG Workflow 
Distributed Data 
Management (DDM)
Dynamic Accounts 
Grid Authentication 
and Authorization 
with Reliably 
Distributed Services 
(GAARDS) 
Gavia-Meta 
Scheduler
Gavia- Job 
Submission Client
Grid Development 
Tools for Eclipse 
(GDTE) 
Grid Execution Mgmt. 
for Legacy Code 
Apps. (GEMLCA)

Open GRid OCSP 
(Online Certificate 
Status Protocol)
Portal-based User 
Registration 
Service (PURSe) 
Remote App 
Virtualization 
Infrastr. (RAVI)
ServMark
SJTU GridFTP GUI 
Client (SGGC) 
Swift
UCLA Grid Portal 
Software (UGP) 
Workflow 
Enactment Engine 
Project (WEEP)
Virtual 
Workspaces 

GridShib
Higher Order 
Component Service 
Architecture (HOC-
SA) 
Introduce
Local Resource 
Manager Adaptors 
(LRMA)
MEDICUS (Medical 
Imaging and 
Computing for 
Unified Information 
Sharing) 
Metrics 
MonMan
NetLogger
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Incubator Committers:Incubator Committers:
28 Institutions28 Institutions

Aachen Univ. 
(Germany)
Argonne National 
Laboratory
CANARIE (Canada)
CertiVeR
Children’s Hospital 
Los Angeles
Delft Univ. (The 
Netherlands)
Indiana Univ.
Kungl. Tekniska
Högskolan
(Sweden)
Lawrence Berkeley 
National Lab

Univ. of Marburg 
(Germany)
Univ. of Muenster 
(Germany)
Univ. Politecnica
de Catalunya
(Spain)
Univ. of Rochester
USC Information 
Sciences Institute
Univ. of Victoria 
(Canada)
Univ. of Vienna 
(Austria)
Univ. of 
Westminster (UK)
Univa Corp. 

Leibniz 
Supercomputing 
Center (Germany)

NCSA

National Research 
Council of Canada

Ohio State Univ.

Semantic Bits

Shanghai Jiao Tong 
University (China)

Univ. of British 
Columbia (Canada)

UCLA

Univ. of Chicago

Univ. of Delaware
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How Can You Contribute?How Can You Contribute?
Create a New ProjectCreate a New Project

Do you have a project you’d like to 
contribute?

Does your software solve a problem you 
think the Globus community would be 
interested in? 

Contact incubator-committers@globus.org

mailto:incubator-committers@globus.org
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Contribute to an Existing ProjectContribute to an Existing Project

Contribute code, documentation, design 
ideas, and feature requests

Joining the mailing lists 
– *-dev, *-user, *-announce for each project

– See the project wiki page at dev.globus.org

Chime in at any time

Regular contributors can become 
committers, with a role in defining project 
directions

http://dev.globus.org/wiki/How_to_contribute



ConclusionsConclusions
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Summary: Grids are About Summary: Grids are About ……

Access to shared resources
Virtualization, allocation, management

With predictable behaviors
Provisioning, quality of service

In dynamic, heterogeneous environments
Standards-based interfaces and protocols

Enabling “coordinated resource sharing 
& problem solving in dynamic, multi-
institutional virtual organizations.”

(Source: “The Anatomy of the Grid”)
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…… By Providing By Providing 
Open InfrastructureOpen Infrastructure

Web services standards
– State, notification, security, …

Services that enable access to resources
– Service-enable new & existing resources

– E.g., GRAM on computer, GridFTP on 
storage system, custom application services

– Uniform abstractions & mechanisms

Tools to build applications that exploit this 
infrastructure
– Registries, security, data management, …

A rich tool & service ecosystem
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Where are we goingWhere are we going

Science 2.0 (Service Oriented Science) is a 
work in progress
– Early adopters are banging away at it
– Results from early applications are 

compelling, even transformational
– It’s only as we build, deploy, and use these 

systems that we identify the key capabilities
– Abstracting these capabilities and 

implementing them in modular form is hard 
(very technical) work

A growing suite of tools is available for use
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For More InformationFor More Information

Jennifer Schopf
– jms@mcs.anl.gov

– http://www.mcs.anl.gov/~jms

Globus Alliance
– http://www.globus.org

Dev.globus
– http://dev.globus.org

Upcoming Events
– http://dev.globus.org/wiki/Outreach

mailto:jms@mcs.anl.gov

	Globus and Community
	Outline for Today
	Where do these slides�come from?
	Slides Like This
	What is a Grid?
	Why Is this Hard or Different?
	So Why Do It?
	DOE Earth System Grid
	What Kinds of Applications?
	Key Common Features
	What are the Products of Science?
	What are the Products of Science?
	Why Grids Now? —�The Changing Nature of Science
	1st Generation Grids
	Second-Generation Grids
	“Web 2.0”
	Service-Oriented Science
	Are Scientists Really �Developing Web Services?
	Cancer Bioinformatics Grid
	The Importance of “Hosting”�and “Management”
	Who Will Host Your Services?
	Application-Infrastructure Gap
	Grid Infrastructure
	Web Services, WSRF, �and Globus
	Web Service Basics
	Web Service Basics 2
	WSDL: Web Services �Description Language
	Real Web Service Invocation
	Real Web Service Invocation
	Let’s talk about state
	However, Many Grid�Applications Require State
	Keep the Web Service�and the State Separate
	Resources Can Be Anything Stored
	Resources Can Be Anything Stored
	Resources Can Be Anything Stored
	Web Services So Far
	WSRF & WS-Notification
	WSRF vs XML/SOAP
	Standard Interfaces
	Globus and Web Services
	Globus and Web Services
	Globus and Web Services
	The Introduce Authoring Tool
	Generated Service Skeleton
	Generated Service Skeleton
	Summary so far
	The Globus Approach:�Philosophy and Technology
	Globus is…
	Globus is an Hour Glass
	Globus is a Building Block
	Globus Philosophy
	dev.globus 
	Globus Technology Areas
	Non-Technology Projects
	Globus User Community
	How it Really Happens
	So lets walk through some use cases
	Replication: LIGO and ESG
	LIGO Gravitational Wave Observatory�
	LIGO: The Science
	LIGO Data Needs
	The Challenge
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Metadata
	Globus Replica Location Service 
	Local Replica Catalog
	Replica Location Index
	Basic Replication Selection Architecture
	GridFTP: The Protocol
	GridFTP the Service
	Parallel Data Streams
	Striped GridFTP Service
	GridFTP Features
	Disk-to-disk on TeraGrid
	Recent Improvements:�GridFTP over SSH
	RFT - File Transfer Queuing
	Reliable File Transfer (RFT)
	Globus RFT
	Globus RFT (2)
	Basic Replication Selection Architecture
	LIGO Data Grid: Before & After
	Earth System Grid
	ESG In a Nutshell
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	Basic Replication Selection Architecture
	But what about security?
	User Registration
	Administrator Approval
	User Login
	ESG facts and figures
	Job Submission: GRAM, GridWay, and Workflows
	Traditional Resource�Management Approach
	GRAM:�Grid Resource Allocation Manager
	GRAM - Basic Job �Submission and Control Service
	GRAM4 (aka WS GRAM)
	Using GRAM vs Building a Service
	GridWay Meta-Scheduler
	GridWay 5.2 Features
	GridWay is Widely Deployed
	Why Workflows?
	What is workflow?
	A simple example
	A simple example
	A slightly more complicated example
	A slightly more complicated example
	A slightly more complicated example
	1200 node workflow graph
	Many Workflow Systems�No Clear Leader
	Most Workflow Systems
	Graph Rewriting
	Site Selection
	Site Selection is hard
	Site Selection is hard (2)
	Provenance
	Basic Swift Architecture
	Basic Swift Architecture
	Several Other Workflow (like)�Incubator Projects
	Summary for Job Management
	Information Services: TeraGrid and ESG
	NSF’s TeraGrid
	The Challenge
	TG Information Services…
	Issues - Technical
	Issues - Social
	MDS4 Overview
	The MDS4 Hourglass
	Registration
	Information Services Users 
	Queue Contents in User Portal
	Resource/Capability Info
	Where are GridFTP services?
	Results - TeraGrid
	Earth Systems Grid and Reliability
	ESG Technologies
	Monitoring Overall System Status
	MDS4 Trigger Service
	ESG: Warning on Errors Sample
	Summary of Information Services
	GT4 and Incubators
	GT4 is a Distribution Project
	Incubator Process in dev.globus
	Incubator Process (1 of 3)
	Incubator Process (2 of 3)
	Incubator Process (3 of 3)
	25 Current�Active Incubator Projects
	Incubator Committers:�28 Institutions
	How Can You Contribute?�Create a New Project
	Contribute to an Existing Project
	Conclusions
	Summary: Grids are About …
	… By Providing �Open Infrastructure
	Where are we going
	For More Information

