Monitoring use case:  Use Linux Farm Monitoring for Facility Management

Description:
The site managers need to maximize the performance of Linux farm and minimize the cost. They need to make decision of next purchase based on the system overall load, the expected system requirement in the near future and other financial factors. The site administrators need to collect node status for each of these nodes. The statistics can be used for monitoring the usage of computing resources for grid organizations. Based on these statistics, the site manager can know whether the maximum load for subsystem is reached. They can justify that a new purchase will be needed based on whether the maximum system load has been reached. The site manager can decide what type of new computer nodes is best for users based on the load information on different nodes. This can help them to select the type of hardware for the new purchase.

Contact: 

Dantong Yu, Jason Smith 

Performance events required:

Configuration information: node name, domain, IP address, Mac Address, Position, Brand, Hardware type, Network card type, CPU identification number, OS name, Kernel version, memory size, swap space, home directory, local disk space.

Node status: Machine up time, CPU load, (15 minutes), memory load, disk load, and network load

Node summary information: the summarized system load information during last running cycle. The number of job submitted to this node during the last running cycle and the number of completed jobs during the last running cycle.

Average system load of the whole farm system.

How the performance information will be used:

Overall utilization of farm should be reported periodically to upper management.

Individual node utilization of farms should be reported periodically to upper management on what is the best hardware. 

Management decisions concerning linux node can be made.

Access needed: 

Streaming of data,

Summary of the data stream.

Requires access to historical information.

Summary of the system load will be made available to MDS.

Size of data to be gathered

Every 15 minutes, the data will be taken from each farm node.

Every running cycle (Month), the overall system load will be calculated based on the fifteen-minute system load. 

Historical archives will be saved into the database.

Overhead constraints:

Daemon needs to run on each node to collect machine status. 

Machine status will be sent through local network.

Large amount of disk space is needed to save the log information.

All these activities should not be intrusive.

Frequency data will be updated:

Requirement: As often as possible without adding significant overhead to the local host and network.

Scalability should be considered. The current testing system gets data sample every 10 minutes.

Frequency data will be accessed:

System Administrator/Operators will routinely read the monitoring data.

Every month, a report needs to be generated for the site manager.

How timely does data need to be:

The data can be sampled every 15 minutes. Data will be saved in database. The data is not necessary made available to any user right away. 

Scale issues:

Tier1, Tier2 and Tier3 should be able to deploy the monitoring tools. For the tool deployed at Tier 1.

During the initial test period, BNL and Fermi lab should be able to use these tools.

Security requirements 

System operator.

The facility managers.

Any site manager must have manager certificate to access the report for each running cycle.

Consistency or failure concerns: 

The sensitive data will be saved the database and mirror site in case of failure. 

Duration of the logging:

The data need to be stored for at least one fiscal year.

Platforms:

Linux and Relational Databases.

Site manager could read the monthly report through MDS.

