Monitoring use case: Linux Farm Fault Notification and Alarm System

Description:

The site administrators need to make sure that every farm node runs in a normal condition. When the faults happen, the system administrator should be notified. The system administrator sets up several triggers, which generate alarms when certain conditions are satisfied, for example, power supply is low, CPU temperature is high, or a node does not response to ping. The monitoring system should send mail to system administrator or page system administrator.

Contact: Dantong Yu, Jason Smith 

Performance events required:

Configuration information: node name, domain, IP address, Mac Address, Gateway, Rack number, Position, Brand, Hardware type, Network card type, CPU identification number, OS version, Kernel version, memory size, swap space, home directory, local disk space.

Node status: Machine up time, CPU load, (5 minutes, 10, 15), memory load, disk load, network load, CPU temperature, and power voltage. 

Etc.

How the performance information will be used:

Monitoring system will capture the abnormal status. An alarm (email or page) will be sent out to system administrator based the type of the problem.

Access needed:

Last fault event data.

The data stream of trigger data which happened before.

Historical running status will be needed by diagnostic tools.

Size of data to be gathered:

Individual statistics will be small if all that is needed is a <timestamp, value> tuple. Each node in the BNL farm now requires an 800-byte tuple.

Overhead constraints:

Daemon needs to run on each node to detect potential system faults.

Since the event does not happen frequently, this activity does not interface the normal system running.

Frequency data will be updated:

Depend on the frequency of the events.

Frequency data will be accessed:

Depend on the frequency of the events.

How timely does data need to be:

If the fault event is triggered, it should be sent to local administrator as soon as possible to avoid any possible damage.

Scale issues:

Tier1, Tier2 and Tier3 should be able to deploy the monitoring tools. 

During the initial test period, BNL and Fermi lab should be able to use these tools.

Security requirements:

System Administrators.

Consistency or failure concerns:

Duration of the logging:

The log will be stored a centralized log server when system fault events happen, logging can continue for several years before removing old data from the archives.

Platforms:

Globus Linux and Relational Databases.

