Usage Scenarios  (Adapted from Taylor perf  req document for griphyn v6)

The usage scenarios are given in terms of performance monitoring and analysis requirements.  We attempt to provide the following information for each scenario. Whenever possible, separate out implementation and requirements.

· Description:  A 4-6 sentence description of the scenario, identifying the particular HEP experiment and the resources that would be involved in the experiment.

· Contact:  the contact person for the scenario to allow for gathering of additional information when needed.

· Performance events/sensors required: Identify the performance events that require monitoring, or the sensors that will monitor them. Note that these events are NOT the events in the physics code, they are incidents in the software or hardware.  For each event, identify the following information:

· How the performance information will be used:  identify how the data about the performance event will be used (e.g., need a prediction to help guide a decision or need a log of events that serve as input to a simulator to validate some techniques)

· Access needed: What kind of access to the events are needed – last value, summary statistics, streaming of data, log file, etc.

· Size of data to be gathered
· Overhead constraints
· Duration of the logging:  Identify a typical duration of the logging activity, for example, monitoring file usage during an application run would have the duration of the application run time, which should be defined.

· Platforms:  identify the compute platforms, storage system platforms, or networking substructures used for this monitoring process (e.g., single processor, SMP, HPSS, 100mbit Ethernet, etc.)

Monitoring use case: replica selection

· Description:  
· Before running an application, a physicist determines that a remote file is needed, which can be retrieved from a number of (known) sites (for example, a set of physical file names has been supplied by a replica catalog). This is done by using predictions of file transfer behavior based on two sources – previous transfers logged with the GridFTP monitoring service, and Network Weather Service small data transfers. The former logs similar behavior but is done only sporadically, while the later logs different (although correlated) behaviors on a regular basis. A predictor tool accesses log files from both sources. (Alternatively, a predictive tool could be set up to use streaming data in real-time.)  The output is a specific physical file name to be downloaded.
· Contact:  Jennifer Schopf, jms@mcs.anl.gov

· Performance events required: 
· Network behavior (using GridFTP monitor and Network Weather Service sensors)

· How the performance information will be used:  
· Prediction of transfer times, derived from log data

· Access needed: 

· Requirement: Access to log data (or alternatively, streaming data access) is required

· Actual implementation: Access to log data (or alternatively, streaming data access) is required 

· Size of data to be gathered
· Requirement: small, non-intrusive amounts

· Actual implementation: Currently each GridFTP log entry is less than 512 bytes. NWS logs are simply timestamp-value pairs.

· Overhead constraints
· Requirement: non-intrusive

· Actual implementation: Monitor/sensors cannot interfere with data transfer behavior. Currently, GridFTP monitoring is approx 25 millisec per transfer, and NWS overhead is less than 1% of network load on a system.

· Duration of the logging:  
· Requirement: Logs must be kept for (preferably) several weeks so that sufficient data is gathered to make good predictions

· Actual implementation: this is currently trimmed to approx 5,000 log entries using a circular buffer-type file for logging.

· Platforms:  

· Requirement: Linux and Solaris (Atlas testbed and EDG resources)

· Actual implementation: The GridFTP monitor is currently only compatible with Linux (and possibly solaris), although there is a plan to extend this. NWS logging is available on most platforms.

