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Gateway Requirements to be addressed

1. Science Gateways performing computations on TeraGrid have the capabilities of running applications on multiple TeraGrid resources and typically have input data hosted as replicas in locations distributed across Wide Area Network. These gateways which deploy their applications on multiple resources and have the ability to ingest input data from multiple locations need help in selection of the right combination of data source and compute host to submit job to achieve a quick turnaround with lesser queue wait and faster file transfer.

Proposed Solution: Optimal Resource Predictor Service

Optimal Resource Predictor Service (ORPS) helps science gateways to choose a TeraGrid compute resource based on batch queue predictions and file transfer estimates. ORPS relies on predictions from University of California at Santa Barbara Tools, QBETS and NWS both of which are briefly explained at the end of this document. 

Note: ORPS does not guarantee job completion or queue wait times but only provides a mechanism for gateways to make a decision among multiple compute and data resources.

RoadMap

ORPS is more of an integration effort than a development effort as it will leverage lots of components from LEAD, SPRUCE and VGRADS projects and needed development will be minimal. We expect to have an initial beta version out by SC 07 in second week of November.

The interface to NWS and QBETS currently exists.

Service Registry used in production in LEAD can be used as a starting point for Application Registry and when TG Information Service comes in it can be used instead. 

Performance Model is an optional pluggable component and can be defaulted for applications where performance metrics are not available. Since the queue estimates are relative, absence of metrics should not deter too much. 

High Level ORPS Architecture Diagram
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ORPS Service Interface

Operation 1: getBandwidthLatency
Input:

· Array of source and destination host name(s)

Output

· Sorted array of estimated bandwidth and latency between host name pairs.

Operation 2: getQueueBoundsPrediction
Input:

· Application name
Application Registry will be used to get typical job configuration for the specified application

· Optional: HostName, CPU’s, Walltime, Quantile, Confidence

Output:

· Sorted array of queue wait times

Operation 3: getQueueDeadlinePrediction
Input:

· Application name
Application Registry will be used to get typical job configuration for the specified application

· Array of Data Location(s)

· Optional: Array of compute resource(s)

· Optional: CPU’s, Walltime, Quantile, Confidence

Output:

· Success/Failure, Prediction-Percentage  

The above three operations are primarily proxying to QBETS and NWS Services.

Operation 4: getOptimalResource
Input:

· Application name
Application Registry will be used to get typical job configuration for the specified application

· Data Location(s)

· Optional: HostName, CPU’s, Walltime, Quantile, Confidence

Output:

· Array of Data and Compute Host combinations sorted in the order of estimated completion time.  Each item in the array may contain file transfer optimization parameters to be given to the file transfer service.

Gateway Usage Scenario

1. Gateway Specific Application Deployment – (One time deployment step)

1.1. Gateway Service Providers build applications on multiple TeraGrid resources and using a portlet/web interface register application deployment information with Application Registry. 

1.2. Application performance models can be plugged into Application Registry to update real time performance data on a specific host. When such performance models don’t exist, gateway providers could run applications manually and fill in performance data, or contact application developers to get approximate application behavior on a certain platform. The data can be approximate, but more accurate performance data will lead to a more accurate resource selection.

2. After Gateway services configure the workflow of jobs to be submitted and input data replicas are identified, gateway system can invoke ORPS which returns a list of TG Compute resources and Data Location couples, sorted in the order of turnaround time which includes batch queue wait and file transfer estimate from a data location to the selected compute resource.

2.1. ORPS receives input with the application name and list of possible input data locations. 

2.2. ORPS SERVICE contacts the application registry and obtains a list of hosts where the application is deployed and its corresponding performance numbers for the given configuration (Configuration specific performance is a gateway specific knowledge and mostly will be defaulted or approximated by gateway developers).

2.3. ORPS contacts TG Information Service (or MDS) to determine if the data and compute hosts are available and if not eliminate them from the list of possibilities.

2.4. ORPS contacts NWS service with a list of Input Data locations and Compute Resource Scratch locations and gets an estimate of bandwidth and latency.

2.5. ORPS then contacts QBETS Service with a list of Compute Hosts, prediction probabilities (quantile & confidence) and job specifications (nodes, queue, wall time) and obtains estimated queue wait time.

2.6. ORPS aggregates bandwidth and queue wait times and returns a sorted combination of input data location and compute hosts to the gateway.

The above steps provide an example for using the ORPS that is typical for the LEAD Gateway. Many other use scenarios are possible.  Gateway’s would not have to use the ORPS, they can use the QBETS and NWS services directly to use as needed in their architecture with very minimal changes. Examples:

a. A Gateway may only wish to get QBETS estimates if file transfer times are important to them.

b. A Gateway may only wish to get the bandwidth and latency information from NWS for a given pair of source and destination.

c. A Gateway may not want to register applications with TG Application Registry (TG IS?) but may wish to pass application and job information as a request to ORPS and get the queue wait time.

ORPS will provide operations for all the above scenarios.

Existing Tools/Services which will be leveraged

NWS

The Network Weather Service (NWS) is a distributed system that periodically monitors and dynamically forecasts the performance of various network and computational resources can deliver over a given time interval. The service operates a distributed set of performance sensors (network monitors, CPU monitors, etc.) from which it gathers readings of the instantaneous conditions. It then uses numerical models to generate forecasts of what the conditions will be for a given time frame.

URL: http://nws.cs.ucsb.edu/ewiki/
Contact Persons: Rich Wolski, Dan Nurmi, Graziano Obertelli, University of California at Santa Barbara

Gateway Useful features:

Provides real time bandwidth estimates and latency which will help to determine:

1. Data Transfer Times between any two hosts

2. Use the information to determine the number the number of parallel transfer threads (or in a way determine how to fill the pipe)

3. Plot the network traffic on gateway supported resources to be displayed on gateway portals.
Questions to Developers:

1. Current command line interface to NWS seriously limits gateways to use nws estimates programmatically. RENCI and IU groups in LEAD Science Gateway have overcome this by building java interfaces in front of command line executables but more robust solutions are needed.

2. A Web Service Interface to NWS will be ideal, is one in consideration? if so, what is the timeline?

3. Gateway Services will need to make two types of requests:

a. Estimate bandwidth and Latency between source A and destination B

b. Estimate bandwidth and Latency between multiple locations (AB, CD, EF, BE..) or Return the sorted of estimates between Sources A,B, C and destinations D,E,F

4. Does NWS measure transfer time from process to process or disk to disk.  A significant amount of file transfer times is caused by I/O from network file systems; does NWS prediction include disk I/O bottlenecks?

5. How frequent are the updates?  How accurate is this information for “current” conditions?

QBETS

Batch Queue Prediction service (QBETS) offers queue delay predictions for individual jobs. Two types of predictions can be made: given the job characteristics, predict a statistical upper bound on how long the job is likely to spend waiting in the queue prior to execution, and given the job characteristics and a start deadline, calculate the probability that the job begins execution by the deadline.
URL: http://nws.cs.ucsb.edu/ewiki/nws.php?id=Batch+Queue+Prediction
Contact Persons: Rich Wolski, Dan Nurmi, Graziano Obertelli, University of California at Santa Barbara

Gateway Useful features:

Provides probabilistic Queue wait times on compute resources which will help to determine which will be the ideal resource to submit job to get a faster turnaround time.

Questions to Developers:

1. QBETS currently uses its own naming convention to identify various TeraGrid hosts, is it possible to unify it (or add aliases) to the login nodes names or the convention used by TeraGrid MDS?

2. Current QBETS web service only allows obtaining prediction deadlines or prediction bounds for one resource per request. Is it possible to add requests to get estimates of multiple entities (each entity can be resources, queues, wall times, nodes, quantile and confidence) in a single request?

3. How frequent are the updates?  How accurate is the information for “current” conditions?

TeraGrid MDS

The Monitoring and Discovery System (MDS) is the information service component of Globus Toolkit 4. The Trigger Service of MDS collects information about computational resources in a virtual organization and performs actions if specific conditions are met, such as sending an administrator an email if disk becomes too full on a resource. The Index Service of MDS is a WSRF-based service that collects and publishes monitoring and discovery information as Service Group Entries, which can be queried by clients via a web service call. 

URL: TeraGrid deployment of MDS (needs TG user name and password to access it): http://www.TeraGridforum.org/mediawiki/index.php?title=WS-MDS
Contact Persons: Jennifer Schopf, Laura Pearlman 

Gateway Useful features:

1. Gateways could contact MDS to determine the health of a particular compute and file transfer hosts.

2. Gateways could obtain resource properties like information about queues, number of nodes in a queue, gatekeeper ports, and GridFTP ports in real time.

3. There is a possibility of using MDS as a application registry

Questions to Developers:

1. Gateways would like to add user application deployment and performance modeling information and query for it programmatically. Is the MDS the right place for this information?  How can this be done? Does MDS schema allows to add these extensions?

TeraGrid Information Service

Contact Persons: JP, Lee Liming

Can TG IP be used as a abstraction in front of MDS?

Can all Science Gateways publish application deployment and performance data via a web interface into TG IS and query using a Web Service API?

