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1 Introduction

This document includes background information and summarizes preliminary discussions on the topic of Advance Reservation (AR) for GT4 GRAM.  This is a first draft which is to be refined in full view of the community. It likely includes inaccuracies or other misrepresentations.  Please send corrections, comments and further clarifications to gram-dev@globus.org.

2 Highlights of Current and Planned Approaches

This section will eventually contain a survey highlighting key aspects of current and planned approaches to Advance Reservation.  However, this first draft contains preliminary and uneven information.  Corrections, clarifications and additions should be sent to gram-dev@globus.org. 

2.1 Approach 1: AR in AIST GRS
AIST provides a Grid Scheduling System (GRS) for Co-Allocation of Computing and Network Resources with AR. The system consists of three components:

· Computing Resource Manager (CRM): CRM is a WSRF service that offers the possibility to reserve compute nodes under control of a Local Resource Manager (LRM), such as Sun Grid Engine (SGE). Because SGE has no notion of AR, CRM extends the functionality of SGE to enable support of AR. 

· Network Resource Management System (NRM): NRM is a non-WSRF Web Service offering the possibility to reserve bandwidth in Generalized Multiprotocol Label Switching (GMPLS)-based networks.  The interface implements a standard called Grid Network Service Web Services Interface (GNS-WSI). Future work may include adding WSRF mechanisms.

· Grid Resource Scheduler (GRS): This WSRF service accepts reservation requests by users (both bandwidth reservations and reservations of compute nodes) and uses CRM and NRM to realize those requests.
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2.2 Approach 2: AR in NAREGI Beta 1 GridVM

GridVM is a virtual execution environment that includes the advance reservation capability for compute nodes.  Beta1 was released earlier this year and Beta2 development is underway.
A NAREGI beta 1 reservation request does not appear to return an Endpoint Reference (EPR), and the deletion and the query for state of an existing reservation also do not require an EPR as input.  This may indicate that a NAREGI Beta1 reservation is tightly associated with a job and is not an independent entity. Preliminary questions: 

· What happens to a reservation if the job fails? Can the reservation be reused for other jobs?

· How does the GridVMScheduler enforce reservation? 

· does it use an LRM like PBS or LSF or a scheduler like Maui/Moab in conjunction with an LRM which are capable of creating and managing reservations? or

· is the reservation logic part of the GridVMScheduler? This would mean that no job must be submitted directly to the cluster (or Resource in general) without passing through the GridVMScheduler because this would annul the reservation tables of the GridVMScheduler.

2.3 Approach 3: AR in Keahey’s Virtual Workspaces

2.3.1 What are Virtual Workspaces?

A workspace is an execution environment in terms of software and hardware requirements. A virtual workspace is an abstraction of an execution environment that can be made dynamically available to authorized clients by using well-defined protocols.

Virtual Workspaces can be implemented and deployed in many ways, one of which is via the use of Virtual Machines (VMs).  VMs can be thought of as images of a predefined workspace (e.g. a certain operating system with certain libraries, allocations for a certain amount of memory and/or CPU percentage). VMs can be created and then launched under the control of a hypervisor like XEN or VMware.

A hypervisor can run several VMs on the same underlying hardware at the same time, in case of XEN even without big performance loss for each VM.  These VMs of course can't use the hardware resources exclusively but they must share it with other running VMs.

Kate Keahey’s group is developing a Workspace Grid Service that enables the creation of VM images, storage of these images in repositories, and deployment of the VMs on specific hosts.  More detailed information can be found at http://workspace.globus.org/.

2.3.2 Virtual Workspaces and Advance Reservation

Keahey’s group is exploring ways to enable advance reservations for deploying Virtual Workspaces and Virtual Clusters. Since more than one Virtual Workspace can be run on a single physical machine, reservations may include CPU percentage, RAM and even NIC usage for the VW.

The Keahey approach is fundamentally different than reserving a compute node under the control of an LRM or a reservation of bandwidth in a network.

2.4 Approach 4: AR in GT4 Leveraging LRM-Controlled Compute Nodes

The goal of this approach is to enable GT4 users to create and manage advance reservations of compute nodes using LRMs that include support for AR.

In this approach the reservation is an independent entity, a resource reservation not a job reservation. E.g. many individual jobs (at different times) could be bound to a reservation during its lifetime.

GT4 GRAM can be understood as a protocol between a client and a local resource management system (LRM) like Condor, LSF or PBS on Grid-level. This protocol currently covers the creation, monitoring and destruction of jobs.  The task to create, monitor or destroy a reservation in an LRM or a scheduler of an LRM is very similar to the task to submit, monitor or destroy jobs in an LRM: the communication channel is the same.

Resource Management Systems like LSF and PBSPro and the schedulers Maui and Moab that can be plugged into several LRMs provide advance reservation functionality for compute nodes. The fundamental idea behind this approach is to create a service that provides a thin veneer on top of LRM functionality.
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3 Key Requirements and Constraints

3.1 GT4 GRAM

· <list of Globus-specific concerns here>

3.2 NAREGI

· <list of NAREGI-specific concerns here>

3.3 <other collaborator’s Key Requirements & Constraints>

· <concerns here>

4 Outstanding Issues

4.1 Issue 1: Reservation binding time

Do we want to allow for a reservation to be made, and then bound to a request – or, alternatively, will we require that the application be specified at reservation time? The former is more flexible, but will maybe not be supported by all LRMs. Since the AR support should be a thin veneer on top of LRM functionality (at least in the short term) LRMs and their AR capabilities should be inspected.

4.1.1 Resolution: reservation binding

<to be determined>

4.2 Issue 2: Client-server negotiation

Do we want to allow for negotiation between client and server, or simply have the server respond with ‘failure’ when it can’t make a requested reservation?

4.2.1 Resolution: Client-server negotiation

<to be determined>

4.3 Issue 3: WS-Agreement

What is the relationship between the GRAM4 AR work and WS-Agreement?

4.3.1 Resolution: WS-Agreement
<to be determined>

4.4 Issue 4: Two-phase commit

Should we support two-phase commits?

4.4.1 Resolution: two-phase commit

<to be determined>

4.5 Issue 5: AR state model

Should reservations be modelled as WS-Resources?

4.5.1 Resolution: AR state model

<to be determined>

5 Todo List

1. Solicit AIST’s corrections to Approach #1

2. Solicit NAREGI’s corrections to Approach #2

3. Solicit Keahey’s corrections to Approach #3
4. Create a space where documents like this and the evaluation of the semantics of the various LRMs and scheduler regarding AR can be deposited.

6 Modification Log

· September 17: initial draft
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