We present a novel dynamic load-balancing algorithm based on data repartitioning for parallel particle tracing in flow visualization. Instead of static data assignment, we dynamically repartition the data into blocks and reassign the blocks to processes to balance the workload distribution among the processes. Block repartitioning is performed based on a dynamic workload estimation method that predicts the workload in the flow field on the fly as the input. In our approach, we allow data duplication in the repartitioning, enabling the same data blocks to be assigned to multiple processes. Load balance is achieved by regularly exchanging the blocks (together with the particles in the blocks) among processes according to the output of the data repartitioning. Compared with other load-balancing algorithms, our approach does not need any preprocessing on the raw data and does not require any dedicated process for work scheduling, while it has the capability to balance uneven workload efficiently. Results show improved load balance and high efficiency of our method on tracing particles in both steady and unsteady flow.
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1 INTRODUCTION

In flow visualization and analysis, particle tracing is a fundamental technique. By tracing particles in the data domain, users can conduct many applications, such as computing streamlines in steady flow and pathlines in unsteady flow, extracting flow features based on predicates [31, 32], studying the relationships between scalars and vectors in the flow field [14], and analyzing the ensemble differences [15]. As the data scale and complexity grow explosively, tracing particles on large-scale distributed and parallel computing environments has become a popular trend in recent years. The parallelization of particle tracing enables handling large-scale flow data on clusters or supercomputers, making the visualization and analysis of these data feasible.

However, parallel computing often suffers from workload imbalance. In this paper, we also address this problem in parallel particle tracing, which is challenging because the advection of particles over the flow field domain is considered unpredictable. Large flow data is often partitioned into blocks, which are subsequently assigned to processes. During run time, the unfinished particles will be exchanged among processes. Because the blocks may have different features that require different computational workloads in particle tracing, processes will be unbalanced. Although some static load balancing methods exist, such as static workload estimation [28] and irregular flow partitioning [7, 34], a time-consuming preprocessing step is needed before running applications. Therefore, achieving a balanced workload during parallel particle tracing is often difficult, especially when tracing massive particles in large and sophisticated flow fields. As a result, the scalability in parallel particle tracing is constrained.

In this work, we present a novel dynamic load-balancing method based on data repartitioning for parallel particle tracing. Unlike static load-balancing methods, our method starts with an arbitrary data partitioning and assignment strategy that does not require any preprocessing costs. The run-time parallel particle tracing process is divided into several rounds. The goal is to achieve a balanced workload in each round of tracing. Before tracing a round (except the first round), we dynamically estimate the workload of each block using the information of its historical workload and the number of particles that will be traced in this block. Data repartitioning is performed based on the workload estimation. Each process is then reassigned a new data partition and continues to trace particles within the data blocks in this round.

In order to estimate larger workloads in each round and reduce the frequency of data repartitioning, our method allows data duplications between the new partitions. During run time, we dynamically build a graph model that records the access dependencies between neighboring blocks according to the historical data accesses of the particles. This graph enables us to predict how many particles will travel from one block to the other. With this graph, we can estimate the workload of particles originating from one block that travel through multiple blocks in a round. In other words, each particle can be traced in a specified number of blocks instead of only the current block in each round. Data is duplicated in the new partitions after repartitioning because the particles of each process may access the same blocks in a round.

Our method can be applied to both steady and unsteady flow data that require tracing streamlines and pathlines, respectively. For tracing streamlines in steady flow, the data is loaded only once and is exchanged after data repartitioning. For tracing pathlines in unsteady flow, because the data consists of multiple time steps and the memory may not accommodate all the data, we divide the data into several time intervals and load them successively. Only one time interval is in memory each time, and we follow the approach used in steady flow to trace particles and perform data repartitioning for this time interval.

We study our method with different data sets on Vesta, a Blue Gene/Q supercomputer at Argonne National Laboratory. Compared with the baseline round-robin data assignment method, we show that our method significantly improves the load balance and hence the performance in parallel particle tracing. Compared with other load-balancing algorithms, our method does not need any preprocessing on the raw data and does not require any dedicated process for work scheduling, while having the capability to balance uneven workload efficiently.

The remainder of this paper is organized as follows. In Section 2, we review related work. In Section 3, we present our parallel particle tracing framework. Section 4 describes our dynamic data-repartitioning method during parallel particle tracing. The results of the performance study are presented in Section 5 to demonstrate the effectiveness of our method. We also compare our method with...
other methods and discuss the limitations of our method in Section 6. In Section 7, we present the conclusions and discuss possible future work.

2 BACKGROUND

In this section, we review the background of our work, including advection-based flow visualization, load balancing in parallel particle tracing, and load balancing based on data partitioning.

2.1 Advection-Based Flow Visualization

Particle advection computes field lines from given seed points. It is widely used in many flow visualization applications, including texture-based [23] and geometry-based methods [25], and the extraction and tracking of flow features [30]. According to the seeding strategies, advection-based visualization methods can be subdivided into two categories: full-range analysis and local-range analysis.

In local-range analysis, particles are initially seeded in a specified spatial-temporal subdomain. The subdomain can be local regions in source-destination analysis [22] or seeding curves for flow surfaces computation [12]. The local-range analysis is used for visualizing regional flow features.

Full-range analysis places particle seeds densely in the entire data domain. In contrast to local-range analysis, full-range analysis is used to explore the overview features of flow fields. Examples include line integral convolution (LIC) [3], unsteady flow LIC [33], and the extraction of Lagrangian coherent structures with finite-time Lyapnov exponents (FTLE) [13]. The densely seeding strategy in these methods indicates that tracing massive particles is required, which makes the computation expensive. Some methods also accelerate particle advection, such as reuse of partial advection path [18] and adaptive seeding refinement [1]. However, more scalable methods are still needed for applications with densely seeded particles.

Our work is more suitable for densely seeded full-range analysis because each part of the data domain is involved during particle tracing in our method. In Section 5, we show a detailed performance analysis for the evaluation. In Section 6, we discuss the application scope of our method.

2.2 Load Balancing in Parallel Particle Tracing

Parallel particle tracing algorithms can be divided into three categories: task parallelism, data parallelism, and hybrid methods that combine task and data parallelism. We review the algorithms that focus on solving the problem of load imbalance in parallel particle tracing.

In task-parallel methods, particle seeds are statically assigned to processes, and then each process traces particles. Since each particle has a different trajectory, the workload among different processes is unbalanced. Some dynamic load-balancing methods, such as work stealing [11,24] and work requesting [26], are employed to allow the process to request tasks from other busy processes when it becomes idle. However, a center process is required in order to schedule the tasks, which induces high communication cost and limits the scalability.

In data-parallel methods, the data are partitioned into blocks, and the blocks are assigned to processes. During run time, unfinished particles are exchanged among processes to continue the advection. In order to improve load balance, the data can be partitioned based on static workload estimation [28], according to flow direction and flow features [7], or time steps in FTLE computation [27], or can be assigned statically by round-robin methods [29] and hierarchical clustering [34].

Recently, researchers introduce hybrid parallel methods for more scalable parallel particle tracing. In stream surface computation, the data and the seeding curve segments are both statically assigned [24]. Kendall et al. [22] proposed a MapReduce-like framework, DStep, for hybrid-parallel particle tracing, which improves the scalability in large-scale parallel environment. DStep [22] has been extended to visualize the differences between vector field ensembles with pathline advection [15] and to analyze multivariate unsteady flow by coupling Lagrangian-based attribute space with projection techniques [14]. It also has been modified to calculate high-order access dependencies in a preprocessing stage for efficient pathline computation [36].

We focus on data-parallel particle tracing and propose a dynamic load-balancing method targeting the problem. A comprehensive comparison with other load-balancing methods is given in Section 6.

2.3 Data Repartitioning for Load Balancing

The focus of our work is dynamic data repartitioning for load balancing. The balanced workload is obtained by partitioning the data regularly during the run time of the applications. The algorithms of data partitioning that are applied in load-balancing problems can be divided into two categories: geometric methods and topological methods.

Geometric methods partition the data based on the geometric coordinates of partitioning objects. We can perform geometric partitioning by recursive coordinate bisection [2], recursive inertial bisection [19], and space-filling curves [8]. Although these methods require the coordinate information, they are simple, fast, and computationally inexpensive.

Topological methods require constructing topological structures for partitioning objects, including graph [20] and hypergraph partitioning [4]. The problem of topological partitioning is solved by techniques such as quadratic programming [17] and multilevel scheme [21]. These methods have high-quality partitions because they can meet criteria other than load balance, such as minimizing the interprocessor communication. However, they are more sophisticated and expensive than geometric methods, especially hypergraph partitioning [10].

In this work, we refine the recursive coordinate bisection algorithm (RCB) for data repartitioning in parallel particle tracing. The estimated workloads among blocks are balanced with this method for dynamic load balancing.

3 PARALLEL PARTICLE TRACING FRAMEWORK

Figure 1 illustrates the workflow of our parallel particle tracing framework. Given the initial partitions of the raw flow data and the particle seeds, we start to trace particles in parallel. The parallel particle tracing process consists of multiple rounds. After each round of tracing is complete, we repartition the data based on the dynamic workload estimation on all blocks for the subsequent round. Then, we migrate the data and exchange the particles among processes according to the new partitions. The subsequent round starts with new data assignments. This multiround process repeats until all particles are finished. Because load imbalance occurs during particle tracing, our goal is to maintain a balanced workload among all processes in each round through dynamic data repartitioning.

3.1 Initialization

In this work, we use fine granularity to manage the raw data into data entries. As demonstrated in Guo et al.’s work [16], using fine-grained data management improves the I/O efficiency in particle tracing. The data is partitioned into smaller blocks, with each consisting of a combination of several continuous data cells. The data block is also the object unit in the data-repartitioning model.

Our method handles particle tracing in both steady and unsteady flow data, that is, computing streamlines and pathlines, respectively. For 3D steady flow, the data is partitioned into spatial blocks. Each block is a chunk of data with \( x \times y \times z \) data cells, where \( x, y, z \) are the size along each spatial dimension, respectively. The total number of spatial blocks is proportional to the number of processes. In order to ensure enough data blocks for repartitioning, the ratio between the total number of spatial blocks and the number of processes, \( hp, \)
is a user-defined parameter and is directly related to the block size. In our tests, the size of each spatial block ranges from 8³ to 64³. For 4D unsteady flow data, the blocks are considered as 3D spatial blocks × 1D temporal blocks. The time dimension \( t \) is divided into several time intervals. Each interval is then decomposed into spatial blocks as is done in 3D steady flow. The number of time intervals, \( t_b \), is also a parameter that can affect the efficiency of dynamic data repartitioning. More evaluations of \( b_p \) and \( t_b \) are in Section 5.

Initially, we load the data in parallel for particle tracing. For steady flow data, all the data is loaded at the beginning. For unsteady flow data, which has multiple time steps and cannot fit into memory, we load and process the time intervals separately, that is, when a time interval finishes the particle tracing within it, the next time interval is loaded into the memory, until all time intervals are complete. The loaded data is decomposed into several partitions evenly. The number of partitions is equal to the number of processes specified to trace particles. Each partition is one part of the data, which contains a number of blocks. We then assign each process one partition. Because we apply dynamic data repartitioning during the run-time parallel particle tracing, the initial data assignment is not vital. The input particles are also loaded and distributed into processes according to the initial data assignment.

### 3.2 Multiround Tracing

During run time, each process traces the particles in its own blocks. A particle is advected until it goes out of the entire data domain, hits a critical point, or has traveled the maximum number of advection steps. When all particles meet this termination criterion, the parallel particle tracing process finishes. We consider the whole tracing process as a multiround model.

In previous work [28, 29], a round was considered complete when all particles traveled outside the blocks they initially began in or when they finished advection. However, a particle may be traced only a small number of advection steps in one block. With this definition of one round, a large number of rounds are needed in order to finish the particle tracing process. However, data repartitioning is more frequently performed, which increases the overhead due to the costs related to the data-repartitioning algorithm. Therefore, we extend the round definition to allow each particle to travel through multiple blocks, excluding the originating block. This allows particles to be traced with more integration steps in one round.

We define the number of blocks a particle can travel through in one round as the **tracing depth**, represented by a parameter \( N \). For each round, a particle is traced until it reaches the boundary of the \( N \)th block from the originating block or has already finished before that time. The round is complete when all particles have been traced in this manner. Figure 2 illustrates the particle tracing in one round with \( N \) ranging from 1 to 3. Note that when the particles have traveled through \( N \) blocks but have not yet met the termination criterion, they will stop, even if the next blocks for the particles to continue the advection are still in the memory of the same processes. Larger tracing depth reduces the number of rounds for tracing particles in the same situation. In the following data repartitioning, however, it also induces larger overhead to estimate the trajectory and the number of advection steps of a particle if the tracing depth is large. This estimation is explained in Section 4.1.

Each process traces particles independently using the fourth-order Runge-Kutta (RK4) method in each round. In order to ensure that each process has equal computation time, the workload distribution on different processes in each round should be as even as possible. If not, some processes will be waiting for other processes that still have not finished the current round, thus causing load imbalance. Maintaining balanced workloads in each round is therefore critical. This is also our goal of dynamic data repartitioning.

After each round of tracing, if particles are still unfinished, we perform data repartitioning to reassign data blocks to processes, so that each process will be redistributed balanced workload again in the subsequent round. For unsteady flow data, after a time interval is finished, we repartition the domain for loading the data of the next time interval, and the current time interval is removed from the memory. The data repartitioning is the key part of our dynamic load-balancing method, which is described in detail in Section 4.

Data migration and particle exchange take place after data repartitioning. As the new partitions are computed according to data repartitioning, the data blocks together with the particles inside owned by each process should be exchanged for continuing the advection in the next round.

Two ways exist for communicating among different processes for data migration and particle exchange. One is via point-to-point nonblocking communication with MPI_Isend and MPI_Irecv in order to overlap the communication and computation, which is commonly used in previous methods [28, 29]. However, particle tracing requires processes to be coordinated. A process will not work if other processes have not finished tracing and sent the unfinished particles to it. Hence, the goal of nonblocking communication is...
After one round of particle tracing is finished, we can calculate workloads among processes by data repartitioning according to the number of particles intended to be sent after the preceding round. The collective all-to-all communication ensures that in the latest round each process will receive all particles and blocks sent from the preceding round. This is important because we want to know the exact number of particles that would be traced in each round in order to estimate the workload in dynamic data repartitioning. This also is explained in Section 4.1.

4 Dynamic Data Repartitioning

Dynamic data repartitioning is performed after each round of tracing, which targets balancing the workload in the subsequent round. In our method, we dynamically estimate the workloads of unfinished particles in each block for the subsequent rounds. Then, based on the workload estimation, we perform data repartitioning to reassign data to processes. Because the unsteady flow data can be considered as multiple steady flow data with different time steps, we take the data repartitioning of steady flow as the general case to describe our method.

4.1 Dynamic Workload Estimation

In this work, we use the number of advection steps in particle tracing to measure the workload. Each round, the workload of a block is defined as the total number of advection steps of particles that pass through the block in this round. The workload of a partition is the sum of workloads of all blocks that the partition contains. It is also the workload of the corresponding process in this round. We need to estimate the workloads in each round so that we can balance the workloads among processes by data repartitioning according to the estimation results.

In previous methods, two estimation measurements are mentioned. One directly uses the number of particles as the workload. However, it does not consider the advection difference between particles. In actual situations, some particles may require more steps than others to advect in certain blocks (e.g., they are involved in a vortex). Hence, the number of particles cannot reflect the actual workloads of these particles. The other method uses the historical workloads of the blocks [29]. However, the historical workload cannot accurately represent the workload of the future particle advection and thus will induce a large error in the workload estimation. In our work, we use both the number of particles and the historical workload to compute the estimated workloads.

During the run-time particle tracing, each block keeps the historical tracing information by recording the number of particles and the number of advection steps traced in it in the preceding rounds. After one round of particle tracing is finished, we can calculate the average number of advection steps of a particle in each block. Moreover, according to the positions of unfinished particles, their current distribution on blocks can also be computed. Therefore, the workload of each block in the subsequent round can be estimated. Suppose we want to estimate the workload in round after rounds of tracing. For block in this round, if it has particles, then the estimated workload is computed as

\[ w_{k,j}(n_{k,j}) = \sum_{i=0}^{j-1} w_{k,i} \times n_{k,j}, \]

where is the actual workload of block in preceding round, and is the actual number of particles passing through block in preceding round.

In our definition of Section 3.2, a particle can travel through multiple blocks in each round. For the particles originating from one block, we should estimate the total workload when each of these particles travels blocks. Therefore, we need to know which blocks the particles will travel through when they go out of the originating block. To achieve this goal, we build an access dependency graph (ADG) among blocks on the fly during the run-time particle tracing. ADG records access transitions from one block to its neighboring blocks. It has been successfully used for data prefetching in out-of-core streamline and pathline computation [5, 6]. In our work, each block also keeps a part of ADG with several key, value pairs, where is the index of one of its neighboring blocks and value is the corresponding access transition probability. During the tracing, the access dependencies related to each block are calculated by the corresponding process. We compute the ratio of the number of particles that travel from this block to each of its neighboring blocks and the total number of particles traced in this block, and we take it as the access transition probability between the two blocks. After each round of particle tracing, each process gathers the ADG from all other processes through communication and then obtains the entire ADG covering all blocks. By using this method, we can predict which blocks particles will travel through and how many particles will travel through those blocks in the subsequent round. Specifically, according to the access transition from the originating block, we can predict the blocks that will be accessed at the second tracing depth level. Based on the access transition probabilities, we can also predict the number of particles that will be traced to these blocks, respectively. Then we can compute the workload according to Equation 1 in each of these blocks. From these blocks, we can further predict the data accesses in the next tracing depth level. This process is repeated until the tracing depth is reached. Figure 3 shows an example of workload estimation when the tracing depth is 3. After that, the workload calculated in each involved block is summed as the estimated workload of the originating block.

4.2 Repartitioning Model

After dynamic workload estimation, the data can be repartitioned based on the estimated workload of each block. For this goal, we first define a repartitioning model to figure out the problem we should resolve. In the repartitioning model, each block is considered as...
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Figure 4: (a) Data repartitioning according to the change of workloads (shown in the squares with red outline) estimated after one round of particle tracing; (b) maximal data duplication between partitions with different tracing depths. Each partition is bounded by a colored dashed line. The copies of duplicated blocks will be also added to the corresponding partitions. Note that data is duplicated only when the tracing depth is larger than one.

an object, which is also the basic unit for data repartitioning. The weight of the object corresponds to the workload of the block.

Suppose the original data has \(m(m > 0)\) blocks, namely, \(C = \{C_0, C_1, C_2, \cdots, C_{m-1}\}\), with a corresponding estimated workload \(w_k = \{w_{k,0}, w_{k,1}, w_{k,2}, \cdots, w_{k,m-1}\}\) before the \(k\)th data repartitioning (i.e., after \(k\) rounds of particle tracing). For \(n\) processes, we want to partition these blocks into \(n\) groups, namely, \(G = \{G_0, G_1, G_2, \cdots, G_{n-1}\}\), where \(G_i = \{C_{i0}, C_{i1}, C_{i2}, \cdots\}\). The workload of each group is the sum of the workloads of all blocks it contains: \(w_{k,G_i} = w_{k,i0} + w_{k,i1} + w_{k,i2} + \cdots\). In order to achieve load balance for each process, each partition group should have equal workload. This requirement leads to an optimization problem: to minimize the workload difference between each two partition groups:

\[
\min \gamma_k = \sum_{i=0}^{n-1} \left| w_{k,G_i} - \frac{1}{n} \sum_{j=0}^{n-1} w_{k,G_j} \right|^\star \, .
\]  

(2)

For data repartitioning, this optimization problem also has a constraint. In order to reduce data migration among processes after repartitioning, the overlap between the old and new partitions should be maximal. The blocks in the new partition should not change significantly.

### 4.3 Repartitioning Algorithm

As described in Section 2.3, two kinds of data-repartitioning algorithms exist. Topological methods are always more costly than geometric methods. In our work, the cost of data repartitioning itself should be lowered because it may affect the overall performance of parallel particle tracing. Having much additional cost on data repartitioning is infeasible. Therefore, we employ the recursive coordinate bisection (RCB) algorithm [2] from the Zoltan Parallel Data Services Toolkit [9] to solve the optimization problem in Equation 2, as also used in Peterka et al.’s study [29]. The RCB method is illustrated in Figure 4(a). In this method, each block is weighted with the estimated workload with its spatial coordinate and is considered as a repartitioning object.

The RCB method is a collective operation involving all processes. It produces a new data-partitioning result. Each process inputs its old partition consisting of the weighted blocks it is responsible for and then gets a new partition that has similar workload with others. The RCB method maximizes the overlap between the old and new partitions, which meets the constraint in our repartitioning model. The workload estimation of each block involves multiple other blocks according to ADG. In order to make sure that particles in the subsequent round will be traced consistently with our estimation, a copy of each involved block is added to the corresponding process through data migration. This will induce data duplication among different processes. Generally, with larger tracing depth, more data will be duplicated. Because the blocks in the new partition are almost adjacent, however, data duplication will occur mostly in the same process. It is actually the boundary blocks between partitions that will result in data duplication among different processes, as can be seen in Figure 4(b).

In our work, the parallel particle tracing framework targets computing both streamlines in steady flow and pathlines in unsteady flow. The general methods that can be directly applied to steady flow data were discussed above. For unsteady flow, the blocks are 4D with spatial and temporal dimensions. We load and process the time intervals successively. The blocks in a time interval are treated as spatial blocks. We assume that the data with adjacent time steps is temporally coherent, with little change. For each time interval, we build a new ADG and use it to estimate the workload and perform data repartitioning as we did for steady flow data. After a time interval is complete, we load the next time interval in parallel according to the repartitioning result. The earlier time interval is then removed from the memory. In this way, all the data need not to be read at one time, thus improving the memory efficiency.

Several strategies are available to improve the overall performance when performing dynamic data repartitioning. First, we reduce the workload of each particle in the first round of tracing. Load balance cannot be guaranteed because data repartitioning cannot be applied in the first round. With larger workload, it is more likely to result in load imbalance. Second, we do not perform data repartitioning when the total number of unfinished particles is small. Data repartitioning leads to data migration, which incurs additional overhead. The overhead may exceed the benefit brought from the data repartitioning if few particles are left (e.g., in the last few rounds of particle tracing). In this case, performing data repartitioning is not worthwhile. In our work, we empirically determine the use of these strategies depending on different applications.

### 5 Performance Study

We evaluated our method through a comprehensive performance analysis with two cases. The first case is a detailed analysis that traces streamlines in thermal hydraulics simulation (Nek5000) data to study strong and weak scalability and load balancing. The second case is tracing pathlines in Hurricane Isabel data to examine the strong scalability of particle tracing in unsteady flow. In these cases, we also evaluated the conditions that affect performance, including the tracing depth \(N\) and parameters \(BP\) and \(IB\).

The performance study was conducted on Vesta, an IBM Blue
We first traced 64M particles in total with 256, 512, 1K, 2K, and 4K processes. We directly exchange particles collectively using Alltoall when all particles are finished. Within each round of particle tracing, the unfinished particles are traced until they reach the boundary of the current blocks. We use static round-robin assignment, as studied in Peterka et al.’s work [29]. Within each round of particle tracing, the unfinished particles are traced until they reach the boundary of the current blocks. We directly exchange particles collectively using MPI_Alltoall and do not repartition the data after each round. The process exits while (c) and (d) show the results of weak-scaling tests. In each stacked bar, time for I/O, data repartitioning, particle tracing, and communication are encoded in different colors. At each kind of process count, the five stacked histograms represent the baseline method and our method with N = 1, 2, 3, 4, respectively.

Figure 6: Performance and percentage breakdown for the analysis of the Nek5000 data. Figures (a) and (b) show the results of strong-scaling tests, while (c) and (d) show the results of weak-scaling tests. In each stacked bar, time for I/O, data repartitioning, particle tracing, and communication are encoded in different colors. At each kind of process count, the five stacked histograms represent the baseline method and our method with N = 1, 2, 3, 4, respectively.

Gene/Q platform at Argonne National Laboratory. It has 2,048 nodes, and each node is equipped with a 16-core 1600 MHz PowerPC A2 processor and 16 GB RAM. The intercommunication link between nodes is a 5D torus proprietary network. In our experiments, we ran 8 processes per node and used up to 4,096 processes.

In the performance study, we also compared our method with the baseline data-parallel particle tracing method. The baseline method uses static round-robin assignment, as studied in Peterka et al.’s work [29]. Within each round of particle tracing, the unfinished particles are traced until they reach the boundary of the current blocks. We directly exchange particles collectively using MPI_Alltoall and do not repartition the data after each round. The process exits when all particles are finished.

5.1 Streamline Computation: Thermal Hydraulics Data

The first case is a streamline computation with thermal hydraulics data. This data comes from the output of a large-eddy Navier-Stokes simulation generated by the Nek5000 solver at Argonne National Laboratory. A single time step of the data with a resolution of 512 × 512 × 512 (about 1.5 GB) is used in this case. The streamline rendering result is shown in Figure 5(a). We placed densely seeded particles in the entire data domain for all the experiments.

Strong and Weak Scaling

We first traced 64M particles in total with 256, 512, 1K, 2K, and 4K processes to study the strong scalability. As shown in Figure 6(a), under different process count, the total running time of our method is less than the baseline. In most cases, the improvement of the performance in our method is more significant with larger tracing depth. In the best case with 1K processes, our method is 1.59 times faster than the baseline. Data repartitioning takes more time as the number of processes increases. The reason is that the number of blocks increases accordingly, incurring larger overhead in the workload estimation and repartitioning algorithm. Communication time decreases when the tracing depth is large enough. Larger tracing depth indicates fewer rounds of particle tracing, resulting in decreased frequency of particle exchange and data migration. However, larger tracing depth also induces more computation in the workload estimation and increases the memory overhead because of the data duplication. Thus the improvement in performance becomes stable as the tracing depth increases. From Figure 6(b), we can also see that the dominant time cost is in particle tracing as the number of processes increases.

For weak scaling, we traced 8K particles per process with 256, 512, 1K, 2K, and 4K processes. As shown in Figure 6(c), the total running time of our method changes more stably than that of the baseline. This demonstrates that the weak scalability of our method is better than that of the baseline. Taking a tracing depth of 4 as an example, the parallel efficiency with 1K processes in our method is 97.5%, while in the baseline method it is 47.2%.

Load Balancing

To show the load balance, we collected the performance data of running 64 processes with our method and the baseline method. We then visualized the activity of each process using the Gantt chart, as shown in Figure 7(a) (the baseline method) and Figure 7(b) (our method with tracing depth of 4). In the Gantt chart, the horizontal direction indicates the execution time, and the vertical axis is the ID of each process that is stacked vertically. The run-time activity consists of I/O, particle tracing, data repartitioning, and communication, which are encoded in different colors. The line chart in Figure 7(d) shows the load-balancing indicator over the execution time. In this
Figure 7: Performance of a 64-process run with the Nek5000 data. (a) Gantt chart using the baseline method. (b) Gantt chart using our method. In the Gantt charts, each row represents a process, and the times for I/O, data repartitioning, particle tracing, and communication are encoded in different colors. (c) Bar chart showing the workload distribution of the blocks. (d) Line chart showing the evolution of load-balancing indicator. In the line chart, the dashed line represents the baseline method, while the solid line represents our method. The time axes of the two Gantt charts and the line chart are aligned for comparison.

Figure 8: Strong-scaling tests using the Nek5000 data with different numbers of processes to evaluate the parameter \(bp\). Panels (a), (b), and (c) show the test results with different \(bp\) under tracing depth of 4.

work, we use the maximal workload divided by the average workload as the load-balancing indicator. If this indicator is closer to 1, the load is more balanced. From the Gantt charts and line chart in Figure 7, we can see that in each round of particle tracing, the workload is more balanced in our method than in the baseline. The Gantt chart of the baseline method shows that processes 0 and 26 are always busy computing while others are relatively idle during the whole procedure. We further visualized the workload distribution of each block in Figure 7(c), which shows that the block workloads are nonuniform, with two peaks in blocks 0 and 224. We checked these two blocks and found vortices in it. The vortices trap particle locally, leading to more integration steps to finish the tracing in each round. The baseline round-robin assignment cannot distribute workload balanced to processes. In contrast, our dynamic repartitioning with data duplication distributes the workload more evenly in each round of particle tracing, as demonstrated in the corresponding Gantt chart.

**Parameter \(bp\)**

We also evaluated the parameter \(bp\) by comparing the timings and load balance. In this test, we used a tracing depth of 4 to show the effect of the number of total blocks on the performance.

As shown in Figure 8, the running time (either the total time or only the particle tracing time) decreases continually and the workload becomes more balanced as \(bp\) increases, except when \(bp\) is 32 with 4K processes. With a larger number of total blocks, it is more likely to have balanced repartitioning, leading to better performance compared with coarser granularity. A smaller \(bp\) indicates a larger block size, which may increase the communication overhead due to data migration after repartitioning. As \(bp\) continues to increase, however, the frequency of data repartitioning will also increase,
which induces larger overhead associated with the repartitioning. A smaller block size (i.e., a larger \(bp\)) also results in a smaller size of messages communicated among processes, which usually leads to worse bandwidth. In Figure 8, we can see that the performance does not improve from 2K to 4K processes when \(bp\) is 32. The reason is that with larger \(bp\), the blocks become too small so that there is not enough computation of particle tracing, which affects the accuracy of block workload estimation. Combining these factors, we conclude that \(bp\) should also not be too large.

5.2 Pathline Computation: Hurricane Isabel Data

The Isabel data is from a hurricane simulation conducted by the National Center for Atmospheric Research in the United States. The spatial resolution of this data is \(500 \times 500 \times 100\), representing a physical range of 2, 139 km \(\times 2,004\) km \(\times 19.8\) km. The data has 48 time steps, which are saved per hour in separate files. The total data size is about 13.4 GB. Figure 5(b) shows the rendering of pathlines by this data. We traced 54 million particles that were densely seeded in the domain.

Strong Scaling

The strong-scaling tests are shown in the first row of Figure 9. We can see that our method has better computational efficiency and load balance compared with the baseline method. As shown in Figure 9(c), the overall level of load balance between our method and the baseline method is closer than that in Figure 8(c). This is because the workload distribution on blocks in the Isabel data is more even than that in the Nek5000 data, so the performance gap between the baseline round-robin method and our method is narrowed in this case.

Parameter \(tb\)

We also compared the timings and load balance using different numbers of time intervals (i.e., parameter \(tb\)). In this test, we used a tracing depth of 3 to evaluate the effect of this parameter. As shown in the second row of Figure 9, with a smaller number of time intervals (i.e., more time steps per time interval), the load is more balanced and the efficiency is improved in parallel particle tracing. The reason is that the average workload of each block in the Isabel data in this test is relatively small. A time interval with more time steps indicates larger blocks partitioned. Hence, the workload of each block also becomes larger, which can have efficient computation and provide more information for the workload estimation of the next rounds. However, the number of time intervals should not be too small, because each time larger data will be loaded into the memory as the number of time intervals decreases, which increases the memory overhead. Using the tracing information that is done in much earlier time steps may also have a lower prediction accuracy for the workload estimation in unsteady flow, resulting in a low-quality partitioning result.

6 Discussion

In this section, we discuss the advantages of our method by comparing with other methods. We also describe the limitations of our method.

6.1 Comparison with Other Methods

We first compare our method with the work of Peterka et al. [29], which also studied a dynamic data repartitioning method for parallel
workload distribution for static data partitioning, the preprocessing (i.e., new round definition with the tracing depth), which controls. The case studies demonstrated that the additional overheads caused by the updating of data structures in their method may instead lower the overall performance compared with the round-robin method. Our dynamic data repartitioning method significantly improves their method. First, we realize the dynamic data repartitioning for tracing both streamlines and pathlines in steady and unsteady flow data. Data is repartitioned after each round of tracing, instead of only before loading a time interval for unsteady flow. Second, we propose a new dynamic workload estimation method. We estimate the workload of a block based on the historical workload and the number of unfinished particles in it. Moreover, we build an access dependency graph on the fly to predict more blocks (except the originating block) that a particle may travel through in each round (i.e., new round definition with the tracing depth), which controls the frequency of performing repartitioning. The results show significant performance improvement with our method compared with the baseline round-robin method.

We then compare our method with the dynamic load-balancing method proposed by Zhang et al. [35]. In that work, load is balanced through dynamic particle redistribution based on constrained k-d tree decomposition (we refer to it as the k-d tree method). We used the Isabel data and set tb to 4 in our method since it performs best in the experiments. From Figure 10, we can see that our method achieves load balance and efficiency than does the k-d tree method. In the k-d tree method, the splitting planes are constrained by the geometry constraints, and it uses an approximation that assumes that a balanced distribution of particles leads to the ideal balance of workload. When the positions of unfinished particles become localized, the improvement of load balance is also limited. In contrast, our method achieves a balanced workload by freely exchanging data blocks for workload redistribution without constraints. It can balance uneven workload distribution during run time. This can also be seen in Figure 7(a), where the workload in the last few rounds is unevenly distributed. With our method, the workload can still be balanced well.

We also compared our method with other static and dynamic load-balancing methods for parallel particle tracing. We show the merits of our method through the comparison. Specifically, our method does not require data preprocessing and prior knowledge about the seed point distribution and flow features. Existing static load-balancing methods, such as flow graph-based static workload estimation [28] and irregular data partitioning [7, 34], require a time-consuming preanalysis stage on the input raw data before the run-time parallel particle tracing. In order to achieve balanced workload distribution for static data partitioning, the preprocessing stage should also integrate the initial seed distribution and rely on flow feature analysis. This induces additional costs and thus impacts the overall performance of parallel particle tracing. Our method achieves load balance dynamically and thus does not have these requirements.

Moreover, our method does not require a dedicated process for task scheduling during run time. For some dynamic load-balancing methods, including work stealing [11] and work requesting [26], a center process is needed to schedule the workload of each computing process. The communication overhead is significantly increased because the scheduling mode in these methods induces frequent information requesting and sending, which also becomes a bottleneck and thus limits the scalability of these methods. Our method does not use this 1-to-n pattern during communication. By traveling multiple blocks for particles in each round and allowing data duplication, the cost of information exchange in our method is lowered.

6.2 Limitations

We discuss the limitations of our method in order to point out the application scope and possible improvements for future work. Our method is better suited for densely seeded full-range analysis. The dynamic estimation of workload relies on on-the-fly access dependency construction. With sparse seeding, it cannot provide accurate predictions and thus may affect the efficiency of data repartitioning. Moreover, historical tracing information of blocks is required in our dynamic workload estimation. For local-range analysis, the workload of the data blocks that will be newly accessed cannot be estimated.

Our method is a bulk-synchronous implementation. Each time when performing the data repartitioning and subsequently the data migration and particle exchange, all processes are involved in a synchronous manner for a collective execution. As the number of processes increases, the cost of synchronization also rises, which affects the scalability of our method. This is also the reason that the difference of total running time between our method and the k-d tree method in Figure 10 becomes not so significant as the number of processes increases. The communication in our work currently cannot be overlapped with the computation.

7 Conclusions and Future Work

In this work, we presented a dynamic data-repartitioning algorithm for load balancing in parallel particle tracing. The whole particle tracing process is decomposed into multiple rounds. Based on the dynamic workload estimation on each block, we dynamically repartition the domain with data duplication and redistribute the new data partitions to processes. Load balance is achieved because the workload of each new partitions is balanced in each round of particle tracing. We evaluated our method by conducting a comprehensive performance study with both steady and unsteady flow data. Results demonstrate that our method improves load balance and efficiency in parallel particle tracing.

We would like to extend our method to support unstructured mesh data for more generalized applications. We would also like to integrate our method with existing load-balancing methods to work on various flow visualization and analysis problems, including both full- and local-range seeding. To further improve the flexibility and scalability, we plan to develop an asynchronous realization of the parallel data repartitioning instead of using synchronizations.
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