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Abstract

This document provides some details on the implementation and solution of the primal-dual system in
IPOPT [1]. The document is expected to be a quick reference for the development and implementation of

large-scale computational strategies.

Consider the nonlinear programming problem of the form,

min f(x)
gr < g(x) < gu
v, <z <ay (1)

where z € R™ are the primal variables with lower and upper bounds z; € R", zy € R". The inequality
constraints g : " — RN™ are bounded by g7, € ™ and gy € ™.
After this problem has been communicated to IPOPT, the solver makes an explicit distinction between the

equality (defined with g;, = gu) and inequality constraints to give,

min f(z)
.t c(x) =0
dp <d(z) <dy
zp <z <ay (2)

The equality constraints are represented by ¢ : % — R and d : R — R denotes the inequality constraints
with bounds dy, € R™¢ and dy € R and m = m. + my. Having done this, the current implementation of

IPOPT reformulates the general inequality constraints by adding slack variables and their corresponding bounds,

min f(z)
s.t. c(x) =0
d(z)—s=0
r—2 >0, zp—2>0
s—dp >0, dy—s>0 (3)
with s € ®™4. As required by IPOPT, if a variable bound does not exist, the user sets the corresponding value
to a large number (—oo or co). Nevertheless, for efficiency reasons, the solver ensures that only the relevant

specified bounds (z,,dy, > —oo and xy,dy < oo) are actually taken into account. This is done by reformulating

the problem to,

min f(z)
s.t. c(z) =0
d(z)—s=0
(P —xp, >0, 2y —(PY)T2>0
(PF)Td(z) —dp >0, dy — (PY)Td(z) >0 (@)



where PL € Rrxner pU g gnxnev  pL ¢ pmaxnar and PY € RMX"iU are projection or permutation matrices
between variables z and the inequalities d(x) and their corresponding bounds. Symbols n.r,,n.u, nar and ngy
represent the number of valid bounds. Accordingly, notice that the dimensions of xp,zy,dy and dy are also

reduced.

In order to derive the primal-dual system, we define the Lagrange function of the reformulated NLP (4) as,

L= f(x)+yle(@) +yq(d) = s) =z (Py) e —ar) = 2f (zv = (P))"2)
—vi, ((P7)7d(w) = dv) = v (dv = (Pi)"d(x)) ()

where y. € R™e and y; € R™¢ are the Lagrange multipliers for the equality and inequality constraints, re-
spectively; z; € R"™L and zy € R"=U are multipliers for the lower and upper bounds of the z variables; and
vp € R and vy € R are the bound multipliers corresponding to the slack variables (multipliers of inequality
constraints).

After eliminating the bounds by adding a logarithmic barrier term to the objective function, the primal-dual

optimality conditions of problem (4) are given by:

Vol =V, f(x) + Je(x) ye + Ja(x)Tyg — P2y + P2y = 0
VL =—yq— Psz/L + Pqu = 0
SlﬁZLe —pe = 0
SIYZye —pe = 0
SlkVie—pe = 0
SiYVye —pe = 0
clx) = 0
dlx)—s = 0 (6)

where JI € R"*™¢ and JI' € R"*™4 are the Jacobian matrices of the equality and inequality constraints and

the diagonal matrices,

Z;, = diag(zr)

Sit = diag (PF)Tz — 1)

Zy = diag(zv)
S1Y = diag (zv — (P)) ")

Vi = diag(vy)

Sty = diag ((Pf)Td(z) —dp)

Vo = diag(ww)
SIY = diag (dy — (PY)Td(x) (7)

have appropriate dimensions.
The optimality conditions (6) can be viewed as a set of nonlinear equations parameterized in the scalar
parameter p. For the solution of this system, we can derive a sequence of Newton steps obtained from the

linearization of the above expressions,

WAz + J Ay + JF Ayg — PEAzp + PYAzy = VL



~Ayq — PYAv, + PY Avy

-VsL

Z(PYYT Az + SIEAz, = —(SIEZpe — pe)
—Zy(POYTAz + SIYAzy = —(SIY Zye — pe)
V(P As + SihAv, = —(SIEVie — pe)
—Vu(PHYTAs+ SIYAvy = —(SI5 Ve — pe)
JAr = —c(z)
JiAx — As = —(d(x) —s) (8)

where W € R"*" is the Hessian matrix. The system of linear equations (8) has the following structure,

w 0 Jgr Jr _p:k py 0 0 Az Vil
0 0 0 —-I 0 0o -pl PY As A\
Je 0 0 0 0 0 0 Aye c(z)
Ja —1 0 0 0 0 0 0 Ayq _ d(z) — s ©)
Zr(PH)T 0 0 0 S 0 0 0 Azp Sk Zie — pe
—Zy(POHT 0 0 0 0 S5 0 0 Azy S1Y Zye — pe
0 Vi(PHYT 0 o0 0 0 Si5 0 Avy, SlEVie — pe
i 0 ~Vu(PHYT 0 0 0 0 0 Sy | \ Aw S1Y Ve — pe

we will refer to this set of linear equations as the primal-dual system. The solution of this system is usually
the most expensive step in the algorithm. In the current implementation of IPOPT, the primal-dual system is

decomposed by eliminating the bound multipliers leading to the augmented linear system,

W+D, 0 J& Jj Az \E
0 D, 0 -I As VL
=— (10)
Je 0 0 0 Aye C(I)
Ja -1 0 0 Ayq d(z) — s
where,
Vol = Vof(2)+ I ye+ Jiya+ P (SI]) e — PE(SIL) e
VL = —yq+ PY(SIY) tpe — PE(SIH) e
Dy = Pp(Siy)"'Zo(PP)" = PY(SI])™ Zu(P))"
Dy, = Pr(Sly)~'Vi(P)" — P (SIg) " Vu(P)T.
Once the augmented linear system is solved, we can obtain step directions for the bound multipliers from,
Az = —zp+ (SIE)™ (e — ZL(PJCL)TAJ:)
Az = zu+ (SIY)! (pe — Zy(PY)T Ax)
Avp, = —vp+ (SIH) 7! (pe — Vi (P))T As)
Avy = vy +(SI1§)7" (ne — Vu(PY)T As) (11)
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