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ABSTRACT
As the scale of the computing systems and applications is increasing, the performance of the interconnect has become key for application performance. An efficient implementation of the MPI layer is essential for realizing optimal communication performance. This work presents different performance aspects of the MPI layer implementation on the Cray XC system. Specifically, a set of guidelines are defined for the expected performance of the MPI collective algorithms. We analyze how these guidelines were adhered to and also highlight where there is scope for improvement. We expect our analysis can be used as a feedback to the MPI developers to further tune the MPI on Cray XC, and as a guide to the application developers for their application performance projections and analysis.
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1 INTRODUCTION
The performance and scaling of parallel applications on large-scale systems is highly dependent on the effective communication performance achieved by the MPI primitives. Performance guidelines for the expected behaviour of MPI collectives have been defined in the following papers [4], [1] and [3]. A performance guideline usually defines a common-sense performance expectation based on semantic functionality of the collectives, for example, one performance guideline states that a call to MPI_Allgather on n data elements should "not be slower" than a combination of a call to MPI_Gather with n data elements followed by a call to MPI_Broadcast with n data elements.

2 STUDY OF MPI PERFORMANCE ON CRAY XC
Cray XC is one of the prominent system architecture used in the latest top 500 systems. We use the Theta system at ANL for the experiments. Theta is a Cray XC40 system with 3624 Intel KNL 7230 compute nodes interconnected using the Cray Aries interconnect. The compute nodes are connected with the Cray Aries high-speed network in the Cray dragonfly topology. The Intel KNL [2] node used in Theta has 64 CPU cores with 16 GiB of MCDRAM and 192 GiB of DDR4 2400. The interconnection network used in Theta is a three-level dragonfly topology interconnected using the Cray Aries routers.

The KNL MCDRAM can be configured on boot into one of several combinations of memory and cluster modes. We used the flat memory mode with the quadrant cluster mode for the best performance versus ease-of-use trade-off. The numactl -p 1 option was used to explicitly load the data into MCDRAM. We use Cray MPI implementation on the Cray XC system for this study.

The figure 1 compares the performance of many-to-one collectives with their related many-to-many counterparts across different message sizes using 256 processes (1 process per node). We can notice few performance guideline violations; MPI_Gather takes more time than MPI_Allgather for certain message sizes and MPI_Allgather performance scaling with increasing the node size is inconsistent with latency hikes at certain message sizes.

The figure 2 compares the performance of many-to-one with their related one-to-many collectives. Broadcast is semantically more costly than Scatter and Reduce is semantically costlier than Gather [1], both these guidelines can be seen violated here.
The performance guideline violations for the Allgather across different message sizes on 256 nodes are presented in the Table 1. The performance of the Allgather is compared with the different collective combinations that essentially achieve the same functionality. Allgather has higher latency than Alltoall. This is true across all the node sizes tested for messages sizes between 4KB and 512KB.

Figure 3 shows the performance scaling of the collectives for a 1 MB message size as the number of nodes used increased. While the scaling curve for Allgather has a consistent slope, the scaling curve for Gather is inconsistent with a just at 64 node size especially with the larger messages sizes.

Figure 4 shows a few other violations. Gather and Scatter are slower than Reduce for message sizes greater than 16KB, whereas for smaller message sizes, Reduce is faster than Gather and Scatter. Broadcast is consistently faster than Gather and Scatter, and the slopes of the scaling curves of Broadcast and Gather/Scatter are different. There is sudden jump in the scaling curve for Gather/Scatter at specific node sizes.

While we highlight guideline violations here, we eventually wish to isolate the sources of these inconsistencies and come up with ways to address them.
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