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DSDP implements the dual-scaling algorithm for semidefinite programming. The source code
for this interior-point algorithm, written entirely in ANSI C, is freely available. The solver can be
used as a subroutine library, as a function within the Matlab environment, or as an executable
that reads and writes to data files. Initiated in 1997, DSDP has developed into an efficient and
robust general-purpose solver for semidefinite programming. Its features include a convergence
proof with polynomially bounded worst-case complexity, primal and dual feasible solutions when
they exist, certificates of infeasibility when solutions do not exist, initial points that can be feasible
or infeasible, relatively low memory requirements for an interior-point method, sparse and low-
rank data structures, extensibility that allows applications to customize the solver and improve
its performance, a subroutine library that enables it to be linked to larger applications, scalable
performance for large problems on parallel architectures, and a well-documented interface and
examples of its use. The package has been used in many applications and tested for efficiency,
robustness, and ease of use.
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1. SEMIDEFINITE PROGRAMMING

Over the last fifteen years, considerable attention has been paid to optimization
problems in which the variable is not a vector but a symmetric matrix that is
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required to be positive semidefinite. Semidefinite programming (SDP) is concerned
with choosing a symmetric positive semidefinite matrix to optimize a linear function
subject to linear constraints. Part of the interest arises from the tight bounds
that these problems generate for global optimization [Henrion and Lasserre 2003]
and hard combinatorial optimization [Goemans and Williamson 1995; Anjos 2005;
Yildirim and Fan 2005]. Other uses of semidefinite programming arise in quantum
chemistry [Zhao et al. 2004], free material optimization [Zowe et al. 1997], stability
of differential equations [Léfberg 2004], sum of squares optimization [Prajna et al.
2004], and graph realization and distance geometry [Biswas and Ye 2004; So and
Ye 2005].

Part of the interest in semidefinite programming also derives from the great
advances in our ability to solve such problems efficiently in theory and in prac-
tice. Interior-point methods such as those implemented in DSDP, CSDP [Borchers
1999a], SeDuMi [Sturm 1999], SDPA [Yamashita et al. 2003], and SDPT3 [Toh
et al. 1999] enjoy strong theoretical convergence properties. The generalized penalty
method in Pennon [Koévara and Stingl 2003], the low-rank factorization method in
SDPLR [Burer and Monteiro 2003], and a spectral bundle method [Helmberg and
Rendl 2000] have also demonstrated good performance for these kinds of problems.
Surveys by Todd [2001] and Wolkowicz et al. [2000] present examples of SDP and
the algorithms most frequently used for solving them.

The initial version of DSDP [Benson et al. 2000] was released to solve the semidef-
inite relaxation of the maximum-cut problem from combinatorial optimization. A
second release [Benson et al. 1999] targeted combinatorial problems whose con-
straint matrices each had a rank of one. Later releases of DSDP could solve broader
classes, and results from them have been presented at conferences [DIMACS 2000].
After years of development, the software has matured and this manuscript presents
the implementation and performance of DSDP for general semidefinite program-
ming.

2. NOTATION

The DSDP package implements a dual-scaling algorithm to find solutions (X, y;, S;)
to linear and semidefinite optimization problems of the form

p P
(P) inf Z<Cj’Xj> subject to Z<Ai’j’Xj> :bi, i:l,...,m, Xj EKj,
j=1 j=1

m m
(D) sup Zbi y; subject to ZAm»yi +5;,=C;, j=1,...,p, Sj € Kj.
i=1 i=1
In this formulation, b; and y; are real scalars.

For semidefinite programming, the data A; ; and C; are symmetric matrices of di-
mension n; (S™), and the cone K is the set of symmetric positive semidefinite ma-
trices of the same dimension. The inner product (C, X) := C e X := Zk’l CraXk,1,
and the symbol >~ (>) means the matrix is positive (semi)definite. In linear pro-
gramming, A; and C' are vectors of real scalars, K is the nonnegative orthant, and
the inner product (C, X) is the usual vector inner product.
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Table I.  Basic terms and notation for linear (LP), semidefinite (SDP), and conic programming.

Term LP SDP Conic Notation
Dimension n n >nj n
Data Space (3 C, A;) R™ Sm ie...eV, \%
Cone z,8 >0 X, 8-0 X, SeK1®..dK, X, SeK
Interior of Cone z,5s >0 X,S>0 X,Sef(lée...e}f(p X,SEIA(
Inner Product T CeX >HC5, X5) (C, X)
Norm iz IX |l (S 112) 72 Y
Product [z1s1 ...xnsn]T XS X151@...8 XpSp XS
Identity Element m...17 I Lo..ol I
Inverse [1/s1...1/55]T St ST'e... oS! St
Dual Barrier > Ins; Indet S > Indet S; Indet S

More generally, users specify C;, A; ; from an inner-product space V; that inter-
sects a cone K;. Using the notation summarized in Table I, let the symbol A denote
the linear map A : V' — R™ defined by (AX); = (4;, X); its adjoint A* : R™ — V
is defined by A*y = > y;4;. Equivalent expressions for (P) and (D) can be
written

(P) inf (C,X) subject to AX = b, X eK,
(D) sup bly subject to A*y+S=C, S€K.

Formulation (P) will be referred to as the primal problem, and formulation (D) will
be referred to as the dual problem. Variables that satisfy the linear equations are
called feasible, whereas the others are called infeasible. The interior of the cone
will be denoted by K, and the interior feasible sets of (P) and (D) will be denoted
by FO(P) and F°(D), respectively.

3. DUAL-SCALING ALGORITHM

This section summarizes the dual-scaling algorithm for solving (P) and (D). For
simplicity, parts of this discussion assume that the cone is a single semidefinite
block, but an extension of the algorithm to multiple blocks and other cones is rel-
atively simple. This discussion also assumes that the A;s are linearly independent,
there exists X € FO(P), and a starting point (y, S) € F°(D) is known. The next
section discusses how DSDP generalizes the algorithm to relax these assumptions.

It is well known that under these assumptions, both (P) and (D) have optimal
solutions X* and (y*,S*), which are characterized by the equivalent conditions
that the duality gap (X*,S*) is zero and the product X*S* is zero. Moreover,
for every v > 0, there exists a unique primal-dual feasible solution (X,,¥.,S,)
satisfies the perturbed optimality equation XS, = vI. The set of all solutions
C ={(X,,y,S,) : v >0} is known as the central path, and C serves as the basis
for path-following algorithms that solve (P) and (D). These algorithms construct
a sequence {(X,y,S)} € F°(P) x FY(D) in a neighborhood of the central path
such that the duality gap (X, S) goes to zero. A scaled measure of the duality gap
that proves useful in the presentation and analysis of path-following algorithms is
w(X,8) = (X,8)/n for all (X,S) € K x K. Note that for all (X,S5) € K x K,
we have p(X,S) > 0 unless XS = 0. Moreover, u(X,,S,) = v for all points
(X,,y,,5,) on the central path.
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The dual-scaling algorithm applies Newton’s method to AX = b, A*y+ S = C,
and X = vS~! to generate

AX +AX) = b, (1)
A*(Ay) + AS = 0, (2)
vSTIASST 4+ AX = STt — X, (3)

Equations (1)-(3) will be referred to as the Newton equations; their Schur comple-
ment is

(A1, 87141871 o (A, 871 ARST)

v : : : Ay=b—-vAS™h (4)

(A, STYALS™Y) - (A, 574,871

The left-hand side of this linear system is positive definite when S € K. In this
manuscript, it will sometimes be referred to as M. DSDP computes A’y := M~b
and A"y := M~1AS~!. For any v,

1
Ayy:=-Aly— Ay
v

solves (4). We use the subscript to emphasize that v can be chosen after computing
A’y and A"y and that the value chosen for the primal step may be different from
the value chosen for the dual step.

Using (2),(3), and Ay, we get

X()=v (S +S7HAAY)STY), ()
which satisfies AX () = b. Because X (v) € K if and only if
C—A'(y—Auy) €K, (6)

DSDP applies a Cholesky factorization on (6) to test the condition. If X (v) € K,
a new upper bound

7:=(C,X(v)) = bTy +(X(v),5) = b7y +v (AyTAS™" +n) (7)

can be obtained without explicitly computing X (v). The dual-scaling algorithm
does not require X (v) to compute the step direction defined by (4), so DSDP
does not compute it unless specifically requested. This feature characterizes the
algorithm and its performance.

For semidefinite blocks, DSDP uses two techniques for computing M. Both tech-
niques use a decomposition of each data matrix as a sum of vector outer products.
That is,

rank

T
A= E Qi .
r=1

such that a;, € R and a;, € R". An eigenvalue/eigenvector decomposition, for
example, satisfies this form. Since M is symmetric, DSDP computes only half of
the matrix, which we will assume is the lower half matrix. After inverting S, it
computes each row i of M using one the following two techniques.
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Technique M1: Technique M2:
Set V € S” to zero; for r — 1:rank(4;) do
for r — 1:rank(A;) do w— S7la; .
W — S‘lam.; for j—1:ido
V—V+ ai77>wa; M, ; — M, ;+ ozj,kwTAjw;
end for end for
for j«—1:7do end for
M; j — M; ; + (A, V);
end for

The first technique is most common, but the second is used when rank of A;
is small. For semidefinite blocks such that S is sparse, DSDP does not invert S.
Instead, it solves Sw = a;, using the Cholesky factorization of S. Both of these
techniques exploit the rank structure of the data matrices instead of the sparsity
structure that is exploited by other interior-point solvers [Fujisawa et al. 1997].

The preconditioned conjugate gradient (CG) method computes A’y and A”y.
Initially, the preconditioner is the diagonal of M; but once the number of CG itera-
tions exceeds m /50, DSDP preconditions it using the Cholesky factorization of M.
Using the explicit factor, CG requires a single iteration until the condition number
deteriorates. Usually, M is a dense matrix that uses LAPACK to implement the
Cholesky factorization, triangular solves, and matrix-vector multiplication. Sparse
matrix formats that also implement these operations get used when appropriate.

The improvement provided by the step direction and the convergence of the dual-
scaling algorithm depends on the proximity of the current solution to a point on
the central path. Let p > 0 and z = (C, X) for some feasible X. The dual potential
function

Y(y) := plog(z — b'y) — Indet S (8)
has a gradient
14 -1
Vi = bt AS (9)
Zbey

and a minimum (y,, S, ) for v = . The first term in (8) improves the objective
value of (y, S), and the second term forces it away from the boundary of the cone.
Because V¢ = 0 at (y,, S,), norms of the gradient are a measure of the distance

between the point and (y,, S, ). The norm of

1
P(v)=-8°X()S® -1 (10)
1%
can be interpreted as the scaled distance between X (v) and X,. Furthermore,
[PW)? = = [$5(S71 — S1ASS )5 — I|]
=[|S~°ASS~5|?

— (5~FASS~5,57FAS5)

= (AS,S~'ASS1)

= Zz Zj Auyi<Ai7 SilAjSil>Auyj
= AuyTMAuy

= -V Ay

= Vel
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DSDP sets p = (2 — bTy)/v and selects a steplength ay € (0,1] such that
yt =y + agA,y, C — A*yT € K, and y* achieves sufficient reduction in (8).
Since M is positive definite, the step direction will reduce the potential function for
sufficiently small step sizes. For ||[P(v)|| > 1, the line search reduces the potential
function by at least 0.05. To find g, DSDP computes the distance to the bound-
ary of the cone, which is the reciprocal of the largest eigenvalue of — L 'ASL™T,
where L is the lower triangular Cholesky factorization of S and AS «— —A*A,y.
The Lanczos procedure analyzed by Toh [2002] computes this eigenvalue using
the forward and backward solutions involving L and matrix-vector multiplications
involving AS. Denoting the maximum eigenvalue as A4, DSDP initially sets
ag = min{1.0,0.95/\,,4. } and backtracks until it achieves sufficient descent or the
steplength is less than a prescribed termination tolerance. Line searches based on a
simple backtracking strategy were used in earlier versions, but the Lanczos strategy
reduced the number of iterations by about 30% over a broad test set.

Before taking the dual step, however, DSDP updates the bound z and selects a
new value for v. A simple strategy discussed in Ye [1997] sets v = (2 — bTy)/p
for p > n + /n. DSDP allows users to specify a parameter p, > 1 that will set
p =n X p,. Another simple strategy fixes v for several iterations and decreases it
only when ||P(v)]| is sufficiently small.

With the current value of v denoted as v*, computational tests show that if
X(F) e K, better performance can be achieved by using the smallest value of v
such that X (v) € K. To estimate this value, let v = ov* for 0 < ¢ < 1 and use the
identity 2 =1+ (1=2) to write

Ayy = Ay — A"y
Jr Ay — Ay 4 (122) Ay

Ary + (157) g Aly.

The Lanczos line search computes the largest step «, such that

1
C—A*(y — Ary) + a,,A*(ﬁA’y) € K.

l1—0o

If one sets o, = =7, then o = H% Using the steplength, DSDP sets v :=

muk. If X(v*) ¢ K, one line search finds the largest oy such that S —

C — A" (y — apAry) € K, a second line search computes o, such that S —
a, A (ap /M)Ay € K, and v = apvF/(1 + a,) + (1 — ap)p®. In either case,
an upper bound of p* = (2 — bTy)/n and a lower bound of 1*/p, (p, > 1) limit
the change in the barrier parameter.

To get closer to the central path and make further use of M, whose computa-
tion and factorization usually dominate the computation time, DSDP generates a
sequence of corrector steps. The corrector steps compute AS -1 using the current
S and Ay := M~1AS~!. Since the computation of M used previous values of S,
the corrector step

c 1 / c
ALy = ;A y— A
ACM Transactions on Mathematical Software, Vol. V, No. N, October 2005.
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is not a Newton step. A new barrier parameter

o BT Ay n
C\bTAy ) \n+n

applies when the numerator and denominator of the first term are positive. The
first term in this heuristic is the value such that b7 A%y = 0 and the second term
slightly reduces the parameter. A line search computes a step length, a., that
improves the merit function

by (y) :=bTy +vindet S, (11)

whose gradient differs from (9) by a factor of —v. Between 0 and 12 corrector steps
are applied each iteration. The exact number is chosen heuristically based on the
square of the ratio of m and the dimension of the largest semidefinite block. Fewer
corrector steps may be used if the steplength falls below a tolerance or the relative
duality gap is less than 1075. This choice of corrector steps is different from a
corrector step that solves MA°y = A (S’lASS’lASSfl) and takes a single step.
However, the step in DSDP is cheaper to compute, and computational tests verify
that it works well.

The primal, dual, and corrector steps are designed to reduce (X, .S) and the dual
potential function at each iteration. As a safeguard, the last step of the algorithm
checks that v < (z — bTy)/n. The barrier parameter at the beginning of each
iteration should decrease monotonically, but the first X (v) € K may increase the
initial Z and increase the barrier parameter. Computational experience confirms
that since the initial upper bound and barrier parameter is arbitrary, resetting these
parameters based on a feasible X (v) improves performance.

As the algorithm converges, numerical difficulties will eventually inhibit the accu-
rate computation of the Newton step and prevent further progress. Although DSDP
lets users terminate the solver through tolerances on the relative duality gap, DSDP
will also terminate if the step sizes are too short or consecutive iterations show no
progress in the solution.

Although DSDP does not compute X (v) at each iteration, it can compute it
using v, y, and A,y. The following algorithm for computing X (v) is typically used
after the solver converges.

Compute X:
Set S «— C' — A*y and invert it.
Set X € S™ to zero
for i+ 1:m do
for r — 1:rank(4;) do
W — S‘lam
X — X + (vAyyici ) ww”
end for
end for
X —X+vsS!

This technique is numerically stable and yields high accuracy in the solution. Af-
terward, DSDP will add a small multiple of the identity matrix to this solution
until a Cholesky factorization verifies that it is positive definite.
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1: Setup data structures and factor A;.

2: Choose y such that § « C — A*y € K.

3: Choose an upper bound Z and a barrier parameter v.

4: for k —0,..., kpar do

Monitor solution and check for convergence.

Compute M and AS~!.

Solve MA'y = b, MA"y = AS™.

if C — A*(y — A,y) € K then
z—bTy+v(AyTAS™ +n).

10: Yy, Ay — Ay, i — v.

11:  end if

12:  Select v.

13:  Find ag4 to reduce ¥, and set y «— y + agA,y, S «— C — A*y.

14: for kk=1,...,kk,0. do

15: Compute AS™L.

16: Solve MA°y = AS—1.

17: Select v.

18: Find a. to reduce ¢,, and set y «— y + a Ay, § — C — A*y.
19: end for

20: end for

21: Optional: Compute X using 7, Ay, 7.

4. BRIEF NOTE ON CONVERGENCE

If we define P(v) and X(v) as in (5) and (10), the following two lemmas from
[Benson et al. 2000] provide some insight about convergence of the algorithm.

s C,X(v))—bT S T
LEMMA 1. Letukzzsy,u:< (I;L» y,u<’;+b\/%’,anda<1. If
n
P ; — 1 -
PO < min(ay|—"— 1~ a),

then the following three inequalities hold:
(1) X(v) € K;

(2) 155X ()S — ul|| < ap;

(3) p<(1—.5a/yn)u*.

LEMMA 2. Letv < i:_l:;ﬁy, anda < 1. Ifyt =y+ ﬁAyy, then the following

two inequalities hold:
(1) y* € K;
(2) Vo' (y* —y) = —al|[P()].

In other words, when ||P(v)|| is small, the dual-scaling algorithm generates an
improved X, and when ||P(v)| is large, the new points (y,S) reduce the dual
potential function. Either (y,S5) or X reduces the Tanabe-Todd-Ye primal-dual
potential function

U(X,S5) =pn(X,S5) —Indet X —Indet S
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enough at each iteration to achieve linear convergence. When p > n, the infimum
of the potential function occurs at an optimal solution; and when p > n + /n,
convergence in the worst case is bounded above by O (y/nlog(e€)) iterations, where
n is the dimension of the cone and € > 0 is the desired fractional reduction in the
duality gap.

5. FEASIBLE POINTS, INFEASIBLE POINTS, AND STANDARD FORM

The convergence of the algorithm assumes that both (P) and (D) have an interior
feasible region and the current solutions are elements of the interior. To satisfy these
assumptions, DSDP bounds the variables y such that [ < y < u where [,u € R™.
By default, I; = —107 and u; = 107 for each i from 1 through m. Furthermore,
DSDP bounds the trace of X by a penalty parameter I' whose default value is
I' = 108. Including these bounds and their associated Lagrange variables z! € R™,
% € R™, and r, DSDP solves following pair of problems:

(PP) minimize (C,X) + ufaz® — (Ta!
subject to AX + v — ot b
(1, X)
XeK, z¢>0 >0

IA
—

(DD)  maximize by —I'r
subject to C — A*y+Ir = S€ K,
I<y<u, 1r=>0.

The reformulations (PP) and (DD) are bounded and feasible, so the optimal ob-
jective values to this pair of problems are equal. Furthermore, (PP) and (DD) can
be expressed in the form of (P) and (D).

Unless the user provides a feasible point y, DSDP uses the y values provided by
the application (usually all zeros) and increases r until C — A*y + Ir € K. Large
values of r improve robustness, but smaller values often improve performance. In
addition to bounding X, the parameter I' penalizes infeasiblity in (D) and forces
r toward zero. The nonnegative variable r increases the dimension m by one and
adds an inequality to the original problem. The M matrix treats r separately
by storing the corresponding row/column as a separate vector and applying the
Sherman-Morrison-Woodbury formula. Unlike other inequalities, DSDP allows r
to reach the boundary of the cone. Once r = 0, it is fixed and effectively removed
from the problem.

The bounds on y add 2m inequality constraints to the original problem; and,
with a single exception, DSDP treats them the same as the constraints on the
original model. One difference between these bounds and the other constraints is
that DSDP explicitly computes the corresponding Lagrangian variables z! and z*
at each iteration to quantify the infeasibility in (P). The bounds | and u penalize
infeasiblity in (P), force 2! and x* toward zero, and prevent numerical difficulties
created by variables with large magnitude.

The solution to (PP) and (DD) is a solution to (P) and (D) when the optimal
objective values of (P) and (D) exist and are equal, and the bounds are sufficiently
large. DSDP identifies unboundedness or infeasibility in (P) and (D) through ex-
amination of the solutions to (PP) and (DD). Given parameters ep and €p,
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—if r < &, [|AX — bljoo/{I,X) > €p, and bTy > 0, it characterizes (D) as un-
bounded and (P) as infeasible;

—if r > ¢, and || AX — b||lo/(I, X) < €p, it characterizes (D) as infeasible and (P)
as unbounded.

Normalizing unbounded solutions will provide an approximate certificate of infeasi-
bility. Larger bounds may improve the quality of the certificate of infeasibility and
permit additional feasible solutions, but they may also create numerical difficulties
in the solver.

6. THE SOFTWARE

The DSDP software package implements the dual-scaling method using ANSI C.
It is designed as a subroutine library that requires users to call a sequence of
subroutines that create a solver structure, set the data into the structure, apply
the dual-scaling algorithm, and retrieve the solution from the solver. The use of
these subroutines is documented in a user manual [Benson and Ye 2004], HTML
pages created by Doxygen, and several examples.

One example is a mex function that calls DSDP from the Matlab environment.
Most users of DSDP use the solver from Matlab, so several Matlab examples and
a separate user guide are provided in the distribution.

Another example reads input files in SDPA format and prints the output to
solution files. Since other SDP solvers also accept data in this format, its use is
particularly convenient for those not interested in learning the syntax of a specific
solver. Through NEOS [Moré 2005], users can send and receive these data files
over the internet without downloading the software. Other examples provided in
the distribution read a graph from a file, formulate the semidefinite relaxation of a
combinatorial optimization problem, and call the DSDP solver.

DSDP has been compiled successfully by using GCC, Intel, Microsoft, and Solaris
compilers. It must also be linked to an implementation of the BLAS and LAPACK.
Reference Fortran, Atlas, and MKL implementations of these libraries have all been
linked successfully.

6.1 Data Structures

The DSDP solver computes A'y, A"y, Ay, ||P(v)|], (X(v),S), and other quantities
using operations on vectors, the Schur matrix, and the cones. Vector operations
include sums and inner products. Operations on the Schur matrix include inserting
elements and factoring the matrix. Objects representing a cone implement routines
for computing its dual matrix S from y, evaluating the logarithmic barrier function,
computing AS~!, and computing M. The solver object computes M, for example,
by calling the corresponding operations on each cone and summing the results. The
solver computes A’y through calls to the Schur matrix object that can factor the
matrix and solve systems of linear equations.

The LP cone and SDP cone objects implement the same interface for cones, but
the implementation of these operations depends on whether the cone is a semidefi-
nite cone, linear programming cone, or another type. The solver structure operates
on the cone objects without knowing whether it is an SDP cone or another type.
DSDP uses opaque pointers and function pointers to achieve polymorphic behavior.
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The semidefinite cone uses a dense array, V, to represent S~14;S~! X (v), and
arbitrary symmetric matrices. By default, the array has n(n+1)/2 elements ordered

[@11 a21 Q22 G371 A32 G33 -.. Gnp |- (12)

This format is also known as packed symmetric format. Data matrices sum into
this array and take inner products with this array. Sparse, dense, and low rank data
structures represent the data. From the dense array, the S and AS matrix insert
nonzeros into their data structures. Although packed symmetric sparse formats
have been implemented for S, DSDP usually uses the “upper” half of a n x n dense
array because the Atlas BLAS provide good performance on this format. DSDP
also supports the matrix V in full format with n x n array elements, and coordi-
nates the different representation with the other data structures. Many problems
have multiple semidefinite blocks. These blocks may be placed in separate semidef-
inite cones, but it is often more efficient to couple the blocks together in a single
semidefinite cone and specify the block structure.

Since M is symmetric, it may store only the lower half matrix, upper half matrix,
or half of some permutation of the matrix. Each of these representations for M
has been implemented in DSDP, and the cones work with each representation. The
operations implemented for M allow cones to query it for the required indices and
add the corresponding elements into the matrix. This interface is the basis for
the parallel implementation of DSDP [Benson 2003], which distributes M and the
computation of M over multiple processors.

Table IT shows eight of the primary data structures used in DSDP, the operations
they implement, and the other objects required to implement those operations. For
dense matrix structures, DSDP uses BLAS and LAPACK to operate on the data.

6.2 Parameters

Table ITI summarizes the significant parameters, options, and default values. The
most important of these options is the initial variable r. By default, DSDP selects
a value much larger than required to make S € K. Computational experience
indicates that large values are more robust than smaller values. As Table IV shows,
however, smaller values can significantly improve performance. DSDP then sets the
initial values of z = 110 and v = (2 — bTy + I'r)/(np,). Users can manually set z
and v, but choices better than the defaults usually require insight into the solution.
The number of corrector steps can also significantly improve performance. In some
examples, corrector steps can reduce the number of iterations by half—although the
impact in total computation time is not as significant. Computational experience
suggests that the number of corrector steps should be between 0 and 12, and the
time spent in these steps should not exceed 30%.

Instead of solving a problem with a single call to DSDP, users can apply a single
iteration of the dual-scaling algorithm inside their own loop. By initializing the
solver with the values of y, r, zZ, and v from the previous iteration, users can
recreate the loop used by DSDP. This process may duplicate some computations
that cause a loss in efficiency, but sequence of (X*, y*, S¥) will remain the same.
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Table II. Summary of primary data structures and their functionality.

Solver: Implements an algorithm for linear and semidefinite programming.
Operations: Ny, A"y, Ay, A%, ||P(v)], (X(v),S), reduce v.
Implementations: Dual-Scaling Algorithm.

Instances: one.

Requires: Vector, Cone, Schur.

Vector: Represents y, AS™1, b, A’y, Ay, A,y, and other internal work vectors.
Operations: sum, inner product, norm.

Implementations: dense one-dimensional array.

Instances: about two dozen.

Schur: Represents M, the Schur complement of Newton equations.
Operations: add to row, add to diagonal, factor, solve, vector-multiply.
Implementations: sparse, dense, parallel dense.

Instances: one.

Cone: Represents data C' and A;.

Operations: check if S «+ C — A*y € K, Indet S, AS™!, M, X (v).
Implementations: SDP Cone, LP Cone, Bounds on y, Variable r > 0.
Instances: three or more.

Requires: Vector, Schur.

SDP Cone requires: V Matrix, Data Matrices, S Matrix, DS Matrix.
SDP V Matrix: Represents X, S—1A;S~ T, and a buffer for C — A*y.
Operations: V «— 0, V «— V 4+ yww?, get array.

Implementations: dense.

Instances: one per block.

SDP Data Matrix: Represents a symmetric data matrix.

Operations: V «— V +~A, (V, A), wT Aw, get rank, get eigenvalue/vector.
Implementations: sparse, dense, identity, low-rank.

Instances: up to m + 1 per block.

SDP S Matrix: Represents S and checks whether X (v) > 0.
Operations: S «— V', Cholesky factor, forward solve, backward solve, determinant.
Implementations: sparse, dense.

Instances: two per block.

SDP DS Matrix: Represents AS.

Operations: AS «— V w «— ASv.

Implementations: dense, sparse, diagonal.

Instances: one per block.

6.3 Event Profiling

Event profiling in DSDP helps users understand the dual-scaling algorithm, analyze
the performance of the solver, and tune the parameters. The events listed in Table
V are profiled by the software and consist of one or more subroutines. The columns
left of the events indicate sets of mutually exclusive events. For each event, DSDP
prints the number of times it was called, the time spent in it, and its percentage of
the overall time. Only the most computationally dominant events are profiled, so
the percentage of time in mutually exclusive events may not add to 100%.

Table VI shows some profiling data for three semidefinite programming problems
from SDPLIB [Borchers 1999b]. In the control problem, the most computationally
dominant event was computing M. The high percentage of time spent in SDP Dot
indicates that DSDP used Technique M1 to compute M. Furthermore, a significant
amount of time was spent factoring the data matrices. In the theta and maxcut
problems, factoring M required more time than did any other event. Less time
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Table ITI. Summary of important parameters and initial values.

r: Dual infeasibility.

Default: heuristic (large) Suggested Values: 102 — 1012

Comments: Larger values ensure robustness, but smaller values can signficantly improve
performance.

y: Initial solution.
Default: 0 Suggested Values: Depends on data
Comments: Initial points that improve performance can be difficult to find.

pn: Bound p above by n X p, and influence the barrier parameter.

Default: 3.0 Suggested Values: 2.0 — 5.0

Comments: Smaller values ensure robustness, but larger values can significantly improve
performance.

kkmaz : Maximum number of corrector steps.
Default: 4 Suggested Values: 0 — 15
Comments: For relatively small block sizes, increase this parameter.

I': The penalty parameter r and the bound on the trace of X.
Default: 1e8. Suggested Values: 103 — 101°
Comments: Larger values suitable unless (D) is feasible but has no interior.

l,u: Bounds on the variables y.
Default: —107,107 Suggested Values: Depends on the data.
Comments: Tighter bounds do not necessarily improve performance.

z: Upper bound on (D).
Default: 1010 Suggested Values: Depends on the data.
Comments: A high bound is usually sufficient.

v: Dual barrier parameter.
Default: Heuristic Suggested Values: Depends on the current solution.
Comments: The default method sets v = (2 — bTy)/p.

kmaz : Maximum number of dual-scaling iterations.
Default: 200 Suggested Value: 50 — 500
Comments: Tteration counts of 20-60 are common.

n: Terminate when (2 — bTy)/([bTy| + 1) is less than 7.
Default: 10-6 Suggested Values: 1072 —10~7
Comments: Many problems do not require high accuracy.

p : Either a dynamic of a fixed value can be used.

Default: Dynamic. Suggested Values: Dynamic

Comments: The fixed strategy sets p = n x p, and v = (2—bTy)/p, but its performance
is usually inferior to the dynamic strategy.

er, ep: Classify solutions as feasible.
Default: 10-8, 104 Suggested Values: 1072 — 10~ 10
Comments: Adjust if the scaling of the problem is poor.

Table IV. Impact of parameters on the time and number of iterations.

Problem Test 1 Test 2 Change
It. (Sec.) | It. (Sec.)
arch0 49(5) 36(3) Change initial r from 107 to 102.
truss8 33(19) 21(12) Change initial » from 10° to 102.
controll0 | 31(114) 27(105) Change bounds u and I from £107 to £100.
qpGl11 31(48) 27(43) Change p from 3 to 5.
gpp500-1 | 42(23) 26(46) Change number of corrector steps from 0 to 5.
vibra3 190(78) 92(74) Change number of corrector steps from 0 to 8.

13
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Table V. Events profiled by DSDP and subsets that are mutually exclusive.

Event and Description

e | Cone Setup: Compute eigenvalues and eigenvectors of A; ;.
Cone Invert S: Invert S from its factorization.

Cone RHS: Compute AS~1L.

e | Cone Compute Newton Eq.: Compute M and AS—!.

Cone Max P Step Length: Largest ap such that X € K.

Cone Compute and Factor SP: Check if SP «— C' — A*(y — apA,y) € K.
Cone Max D Step Length: Largest ap such that S € K.

Cone Compute and Factor S: Check if S «— C — A*(y+ apA,y) € K.
Cone Potential: Compute logdet S from the factorization of S.
e | Cone Compute X: Compute X (v).

R Cone: Cone operations for r» > 0.

Bound Y Cone: Cone operations for | < y < u.

LP Cone: Cone operations for LP cone.

SDP Cone: Cone operations for SDP cone.

SDP VecMatVec: vT Avw

SDP SSolve: Solve Sv = a; from its factorization.

SDP V+vv’: V «— V + awvT.

SDP Dot: AV.

e | o | o | Factor Newton Eq.: Cholesky Factorization of M.

Direct Solve: Direct solves using factorization of M.

o | e CG Solve: Compute Ay using CG.

Primal Step: Compute ap.

Dual Step: Compute aop and factor S.

e | Corrector Step: Compute AS~', Ay, and step length.

. DSDP Solve: Apply dual-scaling algorithm to SDP.

spent computing M and factoring the data reflects the simple structure of the
data matrices. Both of these examples used Technique M2 to compute M, but the
maxcut problem did not invert S as evidenced by the high percentage of time spent
solving linear equations involving it. Furthermore, the maxcut problem did not use
corrector steps, as evidenced by the absence of time spent in the corresponding
events. The dimension of the semidefinite block in this example is the same as the
dimension of M, so a corrector step would cost almost the same as a Newton step.
About 20% of the time spent solving maxcut was spent computing X (v) once at
the end of the algorithm. The high cost illustrates the potential advantages of the
dual-scaling algorithm over other interior-point algorithms when the block sizes are
very large. In each of the three problems, the high percentage of time in factoring
M and other dense array computations emphasizes the importance of linking to a
fast implementation of BLAS and LAPACK.
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Table VI. Percentage of time in DSDP events for three examples.
Event Controlll | thetab | maxG11
Cone Setup 9 0 3
Cone Invert S 0 2 0
Cone RHS 1 0 -
Cone Compute Newton Eq. 57 31 40
Cone Max P Step Length 0 0 1
Cone Compute and Factor SP 0 0] 2
Cone Max D Step Length 2 2 1
Cone Compute and Factor S 1 1 2
Cone Potential 0 0 0
Cone Compute X 0 1 20
R Cone 0 0 0
Bound Y Cone 0 0 0
SDP Cone 70 36 68
SDP VecMatVec 1 23 14
SDP Dot 40 0 0
SDP SSolve 7 1 20
SDP V+vv’ 5 1 18
Factor Newton Eq. 25 46 25
Direct Solve 3 5 2
CG Solve 3 16 5
Primal Step 1 0 3
Dual Step 1 0 3
Corrector Step 6 17 -
DSDP Solve 90 99 77

6.4 Iteration Monitor

15

The progress of the DSDP solver can be monitored by using standard output printed
to the screen. The data below shows an example of this output.

Iter PP Objective DD Objective PInfeas DInfeas Nu StepLength  Pnrm
0 1.00000000e+02 -1.13743137e+05 2.2e+00 3.8e+02 1.1e+05 0.00 0.00 0.00
1 1.36503342e+06 -6.65779055e+04 5.1e+00 2.2e+02 1.1e+04 1.00 0.33 4.06
2 1.36631922e+05 -6.21604409e+03  5.4e+00 1.9e+01 4.5e+02 1.00 1.00 7.85
3 5.45799174e+03 -3.18292092e+03 1.5e-03 9.1e+00 7.5e+01 1.00 1.00 17.63
4 1.02930559e+03 -5.39166166e+02 1.1e-05 5.3e-01 2.7e+01 1.00 1.00 7.58
5 4.30074471e+02 -3.02460061e+01  3.3e-09 0.0e+00 5.6e+00 1.00 1.00 11.36
11 8.99999824e+00  8.99999617e+00 1.1e-16 0.0e+00 1.7e-08 1.00 1.00 7.03
12 8.99999668e+00  8.99999629e+00 2.9e-19 0.0e+00 3.4e-09 1.00 1.00 14.19

The program will print a variety of statistics for each problem to the screen.

Tter

PP Objective
DD Objective
PInfeas
DInfeas

Nu
StepLength

Pnrm

the iteration number.

the upper bound z and objective value in (PP).
the objective value in (DD).
the primal infeasiblity in (P) is [|z% — 2!||sc-
the dual infeasibility in (D) is the variable r.
the barrier parameter v.

the multiple of the step-directions in (P) and (D).

the proximity to the central path: ||V ar-1.
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6.5 Performance

DSDP has been used in applications such as minimum-error convex fitting [Roy
et al. 2005], maximum likelihood decoding [Mobasher et al. 2005], frequency re-
sponse functions [Rotea and D’Amato 2001], protein clustering [Lu et al. 2005],
combinatorial auctions [Berhault et al. 2003], customer-provider relationships in
the Internet [Battista et al. 2005], pattern analysis [Keuchel et al. 2003], binary
imaging [Keuchel et al. 2001], wireless sensor network localization [Carter et al.
2004; Biswas and Ye 2004], Terwilleger algebras [Schrijver 2005], cell cycle regula-
tory genes [Bhargava and Kosaraju 2003], linear matrix inequalities [Lofberg 2004],
and combinatorial optimization [ENSTA 2005].

Its performance has been benchmarked by Mittelmann [2005] relative to six other
SDP solvers. His test include examples from SDPLIB [Borchers 1999b], DIMACS
[DIMACS 2000], and his own collection of large sparse problems. His statistics are
public and frequently updated, so a snapshot of them will not be shown in this
paper. They show, however, that DSDP is a competitive solver on a broad set of
SDP problems. Of 108 tests, DSDP solved 102 and exhausted the 4 GB of memory
on the other six problems.

On a subset of 25 problems, we evaluate the performance of DSDP, version 5.9,
against five other “solvers”: itself using no corrector steps (No Corrector), itself
using no corrector steps and a simpler strategy for reducing the barrier parameter
(NC & Fixed p), itself linked to reference implementation of BLAS and LAPACK
(Ref. BLAS) instead of an Atlas implementation, an earlier version of the solver (v.
4.7), and a competing interior-point solver for semidefinite programming (Other).
Following the performance profiling methodology of Dolan and Mor é Dolan and
Moré [2002], we identify the best of the six solvers for each of the 25 problems.
Define ¢, ; as the computing time required to solve problem p by solver s, and let
failure be denoted with a time greater than all other times. For each problem,
compare the best solver to each of the solvers using the performance ratio

tP’S

Tre = min{t,s:s €S}

Figure 1 shows the percentage of problems for which each solver found a solution
within a factor of 7 (> 1) of the best solver. Note the logarithmic scale for 7. For
7 = 1, these profiles shows the percentage for which each each solver was the fastest.
The right side of the graph shows the percentage problems for which each solver
was successful. These tests used an Intel Pentium 4 CPU with 1.80 GHz, 256 KB
cache, 512 MB RAM. DSDP was compiled using GCC 3.3 with O3 optimization,
while the binary for competing solver was downloaded from the developer’s website.
Both solvers linked to the Atlas BLAS.

Figure 1 supports several conclusions. First, the speed and robustness of this
version of DSDP is much superior to preliminary versions. Years of work and ex-
perience have been encapsulated into this piece of software. Some its improvement
can be credited to the introduction of corrector steps and the use dense data struc-
tures exploited by LAPACK. The effects of these changes are shown in the figure.
Other changes include the bounding of variables and better parameter choices have
significantly improved robustness.
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DSOFS
—— No Corrector B

MC & Fized p
— — -~ Ref. BLAS 4
v. 4.7

Fig. 1. Profiling the Performance of DSDP.

Additional conclusions concern its performance relative to other solvers. DSDP
was the fastest solver in more than half of the test problems, and within a factor of
two of the best solver on over 80% of the problems. The other interior-point solver
was the fastest on almost half of the problems, and within a factor of two on about
60% of the problems.

On some classes of problems, DSDP performs exceptionally well. In particular,
problems with

—Ilarge semidefinite blocks,
—a sparse Cholesky factorization of .S, or
—a low-rank constraint structure

especially benefit from the solver. The previous presentation of the dual-scaling
algorithm [Benson et al. 2000] explained why the algorithm is appropriate for the
semidefinite relaxation of the max-cut problem. For these problems, the dimension
of the semidefinite block equals the dimension of M, so the X variables are expensive
to compute. By not maintaining these variables at each iteration, DSDP reduces
the time and memory needed to solve these problems. Sparsity in the Cholesky
factorization of S magnifies this advantage. Relaxations of hard combinatorial op-
timization problems and linear matrix inequalities arising in control theory exhibit
low-rank structure in the constraint matrices. Both Technique M1 and Technique
M2 take advantage of this structure, and DSDP performs well on these problems.
Whereas the dual-scaling algorithm exploits the first two structural properties, our
implementation of the algorithm exploits the third property.

In most of the examples || AX —b||/||b]| < 107°, and the objective is correct to at
least six digits of precision. Less precision usually occurs when the norm of either
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X or y is large. Large solutions X arise, for instance, when a linear equality is split
into two inequalities in order to fit the standard form (D). In this case, (D) has
no interior and the norm of the corresponding multipliers grows very large. The
difference of the two multipliers variables may be small, but its precision suffers
from numerical difficulties. The incorporation of equalities into the standard form
may be in future releases, but current models may find better precision by using
smaller bounds I". Other difficulties arise when M is poorly conditioned and small
pivots prevent its factorization. In these cases, the solver adds a small scalar to the
diagonal elements of the matrix. An exact solution to the perturbed equations leave
a residual AX — b that is proportional to ¥, and the perturbation often reduces the
precision of the step direction. While an inexact step direction may suffice for the
dual step, it reduces the precision of X.

Performance of the solver could also improve on examples where C' equals zero
and applications (see e.g. [Zhao et al. 2004]) with a lot of high-rank data matrices.
Primal-dual algorithms in other solvers may enjoy an algorithmic advantage of the
former class of problems, but their advantage on high-rank problems is primarily
due to implementation choices of the developers.

Although the authors welcome use of DSDP, others may want to reimplement
the dual-scaling algorithm. Valid reasons include a difference in design philosophy,
licensing issues, and special structure in an application. The following list of sug-
gestions may help write an efficient implementation. Some of these suggestions are
particular to the dual-scaling algorithm, while others generalize to interior-point
methods, semidefinite programming, or numerical computing. These suggestions
are probably known to experienced developers of numerical software, but they are
worth repeating.

(1) Bound y. Some combinatorial problems, for instance, set (1, X) = 0 which
permits no interior primal feasible point. The corresponding y variable grows
very large and creates numerical difficulties. If C' = 0, the dual feasible set
is unbounded (or empty), no central path exists, and y grows very large. To
prevent such problems, explicitly bound the variables.

(2) Bound X. Equalities expressed as a pair of inequalities in (D), for example,
permit no interior dual feasible points and the norm of X grows very large.
Bounding X allows the feasible-point algorithm to converge to an approximate
solution according to the theory.

(3) Large initial barrier parameter. Some problems (trto, vibra, control, biggs)
require a large initial r and a large initial barrier parameter. When these
parameters are too small, many consecutive iterations can be characterized by
|IP(v)|| ~ 1.7 and short primal steps that do not update the primal solution.

(4) Reduce the barrier parameter. Simple strategies may work well, but more com-
plicated strategies significantly reduce the number of iterations for many prob-
lems.

(5) Sparse data matrices. Sparse versions of (12) usually permit efficient operations
on the data.

(6) Use LAPACK. Dense matrix operations define much of the algorithm, so use
dense data structures supported by fast implementations of LAPACK.
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(7) Use structure to compute M. The high computational complexity of this event
means there are many techniques compute it. Find a technique that exploits
the structure in the problems of interest.

(8) Solve M accurately. Especially when y is large, it takes more than a factor-
ization. Augmenting its diagonal elements and generating approximate step
directions may suffice for the dual step, but the construction of a feasible X
matrix requires accurate Newton step directions.

(9) Corrector step. Corrector steps significantly reduce the number of iterations
for some problems (truss, trto, vibra, buck), but they are expensive when the
block sizes are large (gpp, maxcut, shmup).

(10) Use the potential function. Other interior-point solvers simply take a fraction
of the distance to the boundary of the cone, but this method is more robust
when the line search also reduces the potential function.

In short, the formulation of the model matters, the choice of data structures is
important, and the theory is very relevant.

7. EXTENSIONS

The use of function pointers and opaque pointers to data structures enables poly-
morphic behavior in DSDP. More specifically, DSDP accepts data matrices that
implement its interface but are not included in the distribution. Some combinato-
rial problems, for example, have a data matrix that such that every element is 1.
Data structures that individually represent each element of the matrix may suffice,
but other data structures may operate on the data more quickly and use computer
memory more efficiently. An example of this extension is included in the distri-
bution. Similar facilities exist for the future support of second-order cones and
structured semidefinite cones for specific applications.

8. CONCLUSIONS

This version of DSDP was written to demonstrate the competitiveness of the dual-
scaling algorithm for semidefinite programming, maintain exceptional performance
on several classes of semidefinite programs, and provide computational scientists
with a robust, efficient, and well-documented solver for their applications. Em-
phasis is given to semidefinite programming, but the solver is designed to allow
its use for linear programming problems and extensions to the second-order cone
and other structured cones. The software is freely available from the Mathematics
and Computer Science Division at Argonne National Laboratory and the authors
encourage its use with the terms the license.
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