Abstract—Developing parallel (scalable) software for smart grid applications is a challenging task entailing considerable time and effort. This paper introduces the open source high-performance library PETSc (Portable Extensible Toolkit for Scientific computation) as a potential math and computing framework for rapid development of parallel smart grid applications. PETSc has been tested on a gamut of scientific applications on single-core machines to supercomputers, has highly optimized implementations, and includes a wide array of tested numerical solvers. We provide an overview of PETSc’s mathematical and computing capabilities and discuss a few emerging power system applications that can be developed by using PETSc.
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I. INTRODUCTION

Smart grids bring the promise of greater reliability, control, and environmental awareness through various initiatives such as increased renewable generation, denser interconnection between utilities, enhanced communication channels, and better insight into load diversity and characteristics. The penetration of wind, solar, and other renewable resources of electricity production is increasing. The advent of deregulation is driving the power industry toward economic operation and thus operating the transmission system to its fullest potential. In order to manage the load growth and to enhance reliability and security, the interconnection between utility controlled transmission systems is growing. The incorporation of power electronics controllers, an integral part of renewable energy and distributed energy resources (DER), will likely be increasing. As interconnections continue to grow, the need may arise for managing large-scale and ultra-large-scale transmission systems, whether regional, national, or multinational, in real time. These developments are making power system computational problems larger, denser, and multiscale in nature requiring high-fidelity models, faster simulation requirements, and need to deal with uncertainties.

A natural way to speed this computation is to use parallel computing techniques, namely, share the computational load among multiple processors. The need for parallel smart grid applications is even greater as the computer hardware industry moves multicore and many-core architectures. All major computer vendors are aggressively introducing a new generation of hardware that incorporates multiple cores on a chip, sometimes with simultaneous multithreading capabilities. Products incorporating 6 and 8 cores are already on the market. The number of cores per chip is expected to grow rapidly, so that even in the relatively short term, a single chip is expected to support the execution of a few hundred threads. These multicore architectures can be utilized efficiently only with parallel algorithms that distribute the computational load over multiple cores. Several workshops [1], [2] have highlighted the need for investigating these multicore/many-core architectures for accelerating performance of power system applications.

In this paper, we present the high performance computing library PETSc (Portable, Extensible Toolkit for Scientific computation) that can aid in rapid development of parallel smart grid applications. The range of parallel linear, nonlinear, time-stepping solvers, abstract linear algebra object interfaces for writing user application codes, portability to different operating systems, and flexible runtime options for faster experimentation, make PETSc an attractive math and computing framework.

II. PETSc INTRODUCTION

PETSc is a suite of data structures and routines that provide the building blocks for the implementation of large-scale application codes on parallel (and serial) computers. It is a part of U.S. Department of Energy’s Advanced Computational Software [3] collection and was the winner of a 2009 R&D 100 award [4]. PETSc has been used for developing applications in various scientific fields, such as nanosimulations [5], [6], fusion [7], [8], power systems [9]–[11], and others [12].

PETSc is organized hierarchically, enabling users to employ the level of abstraction that is most appropriate for a particular problem. By using object-oriented programming, PETSc provides enormous flexibility for users. PETSc consists of a variety of libraries (similar to classes in C++); see Fig. 1. Each
library manipulates a particular family of objects (for instance, vectors) and the operations one would like to perform on the objects.

Each object consists of an abstract interface (simply a set of calling sequences) and one or more implementations using particular data structures. Thus, PETSc provides clean and effective codes for the various phases of solving applications, with a uniform approach for each class of problems. This design enables easy comparison and use of different algorithms (for example, to experiment with different Krylov subspace methods, preconditioners, or truncated Newton methods). The libraries enable easy customization and extension of both algorithms and implementations. This approach promotes code reuse and flexibility and separates the issues of parallelism from the choice of algorithm. As a result, PETSc provides a rich environment for modeling large-scale scientific applications as well as for rapid algorithm design and prototyping.

III. USING PETSc AND SUPPORTING LIBRARIES FOR DEVELOPING SMART GRID APPLICATIONS

This section describes a few smart grid applications that can be developed using PETSc.

A. Power Flow related applications

Power flow is a fundamental application in power system analysis. Various analyses such as steady state security, area power transfer studies, contingency screening, require a power flow solution. Essentially, the power flow problem solves the nonlinear power balance equation for the network given a generation set point and a load injection,

\[ F(x) = 0 \]  

where \( x \) are the bus voltages. In addition, a power flow solution serves as a starting point for dynamic simulations or short circuit studies. Faster solution of power flow equations would speed power system analysis programs entailing repeated power flow solutions such as contingency analysis, voltage stability studies.

The nonlinear solver class SNES can be used for developing parallel power flow applications where the user needs to only provide a routine for the nonlinear function evaluation (and an optional Jacobian evaluation). Reference [11] discusses very large power flow analysis using an Inexact Newton-Krylov solver preconditioned with an incomplete LU factorization scheme.

B. Combined electromechanical-electromagnetic transients simulation

The number of power electronics devices is expected to increase for more flexible control of power systems. Therefore, the effect of non-fundamental frequency harmonics will increase, and the electromechanical simulation will entail modeling of power electronics devices by an electromagnetic simulation. An attractive way of incorporating the simulation of non-fundamental frequency harmonics in an electromechanical transient simulator is via a hybrid simulation [16]. In a hybrid simulation, most of the bulk power system is modeled by using an electromechanical transients simulator, while a small part of it is modeled by using an electromagnetic transients simulator. The PETSc library provides efficient data structures to ease the development of such multiscale or multiphysics applications. The details of an implicitly coupled electromechanical-electromagnetic simulation using the PETSc library are given in [17], and [10].

C. Combined transmission-distribution analysis

Various ISOs have indicated the need to model and gather real-time information from the subtransmission and distribution systems in order to provide finer-granularity load modeling [18]. While ISOs have traditionally been able to forecast load within a 2% error, deployment of distributed energy resources and utility-scale storage may increase the

<table>
<thead>
<tr>
<th>Component/Library</th>
<th>Use</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS</td>
<td>Time-stepping algorithms</td>
<td>Transient Stability, Electromagnetic transients simulation, combined transient stability electromagnetic transients analysis</td>
</tr>
<tr>
<td>SNES</td>
<td>Nonlinear solver</td>
<td>AC power flow, voltage stability analysis, contingency analysis</td>
</tr>
<tr>
<td>KSP and PC</td>
<td>Linear solver and preconditioning</td>
<td>DC power flow, shift factor calculation</td>
</tr>
<tr>
<td>TAO [14]</td>
<td>Convex Optimization</td>
<td>Optimal power flow, secure constrained economic dispatch</td>
</tr>
<tr>
<td>SLEPC [15]</td>
<td>Eigen value analysis</td>
<td>Small signal stability analysis</td>
</tr>
</tbody>
</table>
error substantially [18]. The sheer volume of the components for a combined transmission-distribution analysis presents an onerous computational task and emphasizes the need for developing parallel algorithms for such an analysis and the use of high-performance computing libraries.

D. Electromechanical transients simulation

Considerable research on parallel implementation of transient stability applications has been done by power system researchers [19]–[23], as it offers a possibility of real-time dynamic simulation. The TS library in PETSc can be used for efficiently solving nonlinear differential algebraic transient stability equations. TS provides various DAE solvers including the implicit-trapezoidal integration scheme. The recently released version of PETSc has added implicit-explicit (IMEX) time integration schemes for multirate problems that can also be experimented with.

Schur-complement is one of the preferred methods for solving the linearized system of transient stability equations. PETSc’s multiphysics Schur-complement based solver [24] can be selected at run-time by specifying sets of indices for the generator and the network blocks. Various conjugate-gradient-based algorithms (conjugate gradient, conjugate gradient square, bi-conjugate gradient) are also available and can be selected at runtime.

Reference [25] presents parallel power grid dynamics simulation using the PETSc library. The scalability results, shown in Fig. 2, with a block-Jacobi preconditioned Newton-GMRES scheme are compared with parallel direct LU factorization using the MUMPS [26] package.

![Fig. 2. Comparison of execution times using different linear solution schemes for parallel dynamics simulation of a test 2383-bus system dynamics subjected to a balanced three-phase fault for 0.1 seconds [25].](image)

E. Electromagnetic Transients Simulation

The ultimate goal for the power system simulation researchers is an electromagnetic transient simulation in real-time at the microsecond level. However, the modeling complexity along with time-step limitations for electromagnetic simulations are overwhelming. The transmission lines for electromagnetic transients simulation are modeled by traveling wave equations consisting of two disjoint equivalent circuits.

This model is nicely structured for parallel processing with equations for a geographical subsystem being assigned to each processor.

F. Power system optimization

PETSc has been developed primarily for solving linear and nonlinear algebraic equations and hence has limited support for optimization applications. The scalable optimization library TAO (Toolkit for Applied Optimization) [14], which is built using PETSc, can be used for convex power system optimization applications, for e.g., optimal power flow, and security constrained optimal power flow. Support for solving security constrained unit commitment applications needing mixed integer linear/nonlinear solvers has not yet been developed in PETSc or TAO.

G. Small signal stability

SLEPc (Scalable library for Eigenvalue Problem Computations) [15], a library based on PETSc, can be used for developing small signal stability analysis applications. SLEPc consists of several algorithms for scalable computation of eigenvalues and uses various PETSc data structures such as matrix storage schemes, and vectors.

IV. PETSC Math Capabilities

In this section, we describe the solver capabilities of PETSc by briefly introducing the key libraries.

A. Scalable Time-stepping integrators

The Time-stepping (TS) library in PETSc provides a framework for the scalable solution of systems of ordinary differential equations of the form \( \dot{x} = f(x(t)) \), differential algebraic equations of the form \( F(x, \dot{x}, t) = 0 \), and steady-state problems using pseudo-time stepping. The library contains various numerical integration algorithms such as explicit and implicit Euler schemes; Crank-Nicholson; and multi-stage explicit adaptive Runge-Kutta and Rosenbrock-W variable time stepping schemes. Additionally, the sundials library [27], which includes variable-order, variable coefficient backward differential (BDF) differential-algebraic integrators, can be used with PETSc. The TS library uses PETSc’s nonlinear solver library SNES and the linear solver KSP objects to solve the underlying nonlinear/linear system, and the user can tune this solution process at runtime, too.

B. Scalable Nonlinear solvers (SNES)

The nonlinear solver class SNES includes methods for solving systems of nonlinear equations of the form

\[
F(x) = 0.
\]

Newton-like methods provide the core of this library, including both line-search and trust-region techniques. PETSc also includes new capabilities for composing scalable nonlinear solvers such as nonlinear GMRES, nonlinear conjugate gradient, quasi-Newton, and nonlinear multigrid [28]. A new addition to the PETSc library is support for handling box-constrained algebraic variational inequalities, \( x_{\min} \leq f(x) \leq x_{\max} \).
These algebraic variational inequalities arise as a result of a particular physical quantity hitting a hard limit, for e.g., over-excitation limiters for the generator automatic voltage regulator system. Built on top of the linear solvers and data structures, SNES enables easy customization of nonlinear solvers for the application at hand.

C. Linear solvers and preconditioners

PETSc provides scalable, composable linear solvers that can be tuned based on the application and can be changed at runtime. The linear solver library called KSP is the heart of PETSc: it provides uniform and efficient access to all of the package’s linear system solvers, including parallel and sequential, direct and iterative. KSP is intended for solving nonsingular systems of the form

\[ Ax = b, \]  

where \( A \) denotes the matrix representation of a linear operations, \( b \) is the right hand side vector, and \( x \) is the solution vector.

The combination of a Krylov subspace method and a preconditioner is at the center of most modern numerical codes for the iterative solution of linear systems. Since the rate of convergence of Krylov projection methods for a particular linear system strongly depends on its spectrum, preconditioning is typically used to alter the spectrum and hence accelerate the convergence rate of iterative techniques. Currently, PETSc supports over 20 KSP methods and preconditioners. PETSc also allows composition of available preconditioners for creating new preconditioners. Solvers and preconditioners can be also nested. For example, with a parallel block-Jacobi preconditioner (i.e., the preconditioner formed using the diagonal block of the matrix on each processor), any of the other preconditioners, such as LU, ILU, or SOR, can be used on the block.

Various reordering schemes to reduce the fill-in for the factored matrices are also available and can be accessed either by calling routines or by using runtime options.

D. Vectors

The vector (denoted by Vec) is one of the simplest PETSc objects. Vectors are used to store solutions, right-hand sides for linear systems, and so forth. PETSc currently provides several basic vector types; the two most commonly used are sequential and parallel (MPI-based). Basic vector operations, such as dot product and sum, are available in the PETSc vector library. The comprehensive list of vector operations can be found in [29].

E. Matrices

PETSc provides a variety of matrix implementations because no single matrix format is appropriate for all problems. Currently PETSc supports dense storage and compressed sparse row storage, as well as several specialized formats such as block compressed sparse row and symmetric compressed and block compressed formats. Most matrix formats in PETSc support sequential (matrix values stored on single processor) and parallel (matrix values divided onto multiple processors) versions. An interface for adding user-defined matrix formats is also provided.

V. PETSc Computing Capabilities

Along with the range of numerical solvers, PETSc provides a portable and extensible platform for developing applications. PETSc’s computing capabilities are briefly highlighted in this section.

- PETSc is an open source package for the numerical solution of large-scale applications and is free for anyone to use (BSD-style license), including industrial users.
- Application codes can be written in C, C++, Fortran, Python, or Matlab.
- The library provides multithreading (Pthreads, OpenMP) support for applications on shared-memory nodes.
- PETSc provides support for solving applications on NVIDIA GPUs.
- It is portable to various operating systems such as Linux, Microsoft Windows, Apple Macintosh, and Unix and can be also used from within the Microsoft Developers Studio. This portability aspect is important if the operating systems in different control centers are different.
- PETSc can be configured to work with real or complex data types (not mixed though), single or double precision, and 32 or 64-bit integers. It has been tested on a variety of tightly coupled parallel architectures such as Cray XT/5, Blue Gene/P, and Earth Simulator and also on loosely coupled architectures such as networks of workstations.
- Over 20 third-party open source high-performance computing packages can be used as a plug-in with PETSc. PETSc provides an interface for these external packages so that they can be used in application codes. PETSc can also download and install these packages along with the PETSc installation. A complete list of the external packages that can be used with PETSc can be found in [30]. This extensibility feature of PETSc allows exploration of other scalable libraries if need be.
- PETSc allows users to modify parameters and options easily at runtime. For example, users can modify the linear solution scheme from GMRES to direct LU factorization or can change the matrix storage type, or preconditioners, by using runtime options. If an application uses a large number of parameters, these can be supplied by a text file that is read when the PETSc code begins. Such flexibility is essential for applications that need to explore and compose the solution algorithms rapidly.

VI. Conclusions

Developing scalable applications is necessary as power systems expand, interconnection gets denser, and newer equipment gets added. This paper discussed the high-performance computing library PETSc as a potential platform for rapid development of parallel smart grid applications. The development of PETSc has been funded by the U.S. Department
of Energy for over 15 years. Because of its wide use among U.S. DOE application scientists, its continued long term development and support are highly likely.
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