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Abstract—Accomplishing the goal of exascale computing under a potential power limit requires HPC clusters to maximize both parallel efficiency and power efficiency. As modern HPC systems embark on a trend toward extreme heterogeneity leveraging multiple GPUs per node, power management becomes even more challenging, especially when catering to scientific workflows with co-scheduled components. The impact of managing GPU power on workflow performance and run-to-run reproducibility has not been adequately studied.

In this paper, we present a first-of-its-kind research to study the impact of the two power management knobs that are available on NVIDIA Volta GPUs: frequency capping and power capping. We analyzed performance and power metrics of GPU’s on a top-10 supercomputer by tuning these knobs for more than 5,300 runs in a scientific workflow. Our data found that GPU power capping in a scientific workflow is an effective way of improving power efficiency while preserving performance, while GPU frequency capping is a demonstrably unpredictable way of reducing power consumption. Additionally, we identified that frequency capping results in higher variation and anomalous behavior on GPUs, which is counterintuitive to what has been observed in the research conducted on CPUs.

I. INTRODUCTION

The supercomputing community is at a major turning point: exascale computing is diverging from traditional HPC where it is driven not only by peak FLOPs, but also by the need for higher system efficiency [1]. Future systems are expected to exhibit extreme heterogeneity in terms of the architectural components they build upon. This trend is already evident with several Top500 systems [2], such as Sierra and Summit [3], [4], which leverage multiple GPUs to achieve higher performance and parallel efficiency. In response to this trend, scientific workflows and application codes are adapting to newer node architectures, resulting in complex interplays, added dependencies, and portability challenges.

This transition toward extremely heterogeneous architectures faces the utilization challenge. Traditionally, supercomputing sites measured utilization by looking at the number of nodes or cores in use. As we venture toward exascale, utilization of other hardware components (such as GPUs or burst buffers) and other resources (such as power, I/O, and network bandwidth, etc.) is coming into focus. Improving power and energy efficiency is a critical research area for exascale computing, especially because heterogeneous nodes (such as those with multiple GPUs) can prove to be extremely power hungry and can also result in temperature hotspots in machine rooms [5]. Additionally, large supercomputers can incur high electricity and cooling costs, making it important to consider mechanisms that allow for power capping in certain scenarios [6]–[9].

A key concern when managing power is the impact of power capping or selection of lower frequencies on the execution times and performance of the underlying science being accomplished. Significant advances have been made in the field of power and energy efficiency in the past decade in order to make it possible to ensure minimal or no loss of performance when capping power [10]–[15]. Techniques such as hardware overprovisioning, configuration selection at runtime, dynamic power balancing, and critical path analysis are being used actively to ensure improved performance through intelligent power capping – with the main idea being that of directing power to where it is needed most.

Most of the aforementioned research in power and performance optimization has focused primarily on HPC applications executing on many-core CPUs. Little research exists in the area of how power can be distributed intelligently for complex scientific workflows or on how power capping impacts performance of science applications that leverage multiple GPUs on a node. Furthermore, no current research studies the well-known issue of chip-level manufacturing variation in GPUs, or the differences between the options of frequency capping and power capping on GPUs [19]–[23].

This paper presents a first-of-its-kind analysis in this direction on a large-scale supercomputer. We analyze over 5,300 power and performance profiles of ddcMD [24], a well-known molecular dynamics (MD) code, in the context of the Joint Design of Advanced Computing Solutions for Cancer (JDACS4C) Pilot 2 MuMMI workflow [25] developed for cancer research on the Sierra and Lassen supercomputers at Lawrence Livermore National Laboratory (LLNL). Sierra is currently the second-fastest and Lassen is the tenth-fastest supercomputer in the world [2]. They are based on the IBM Power9 and NVIDIA Volta architecture. We explore two power management knobs to facilitate a detailed analysis: GPU power capping and GPU frequency capping [26]–[31]. We discuss the impact of both of these knobs on execution times as well as performance reproducibility. Specifically, we show that, for the MuMMI workflow:

- GPU power capping is an effective way of improving HPC cluster power efficiency,
- Counterintuitive to what we know about CPUs, performance variation resulting from chip lithography
differences is lower when setting power caps as opposed to setting direct frequencies on GPUs,
• Setting GPU frequencies can cause unreliable and unpredictable power usage,
• Setting GPU frequencies can result in anomalous behavior, which in our case is observed at 1005 Mhz,
• Reducing power from 300 W to 170 W on the GPU has no impact on ddcMD performance,
• Reducing power to the lowest value of 105 W (1/3rd of maximum) results in an effective frequency reduction of 26% and a slowdown of only 17%.

We organize the remainder of the paper as follows. Section II introduces the MuMMI workflow, and emphasizes on the importance of the ddcMD code as part of this workflow. The section also discusses the challenges faced when conducting an end-to-end analysis of such a complex workflow, and establishes directions for development of low-level monitoring and control technologies for power and performance. Section III presents the necessary background on power measurement and control as well as on setting frequencies on the NVIDIA Volta GPUs. This section also describes how our experiments were set up and run, and how ddcMD profiles were collected. Section IV presents our results that describe details of execution times, present the relationships between GPU power and frequency, and capture the observed variation and anomalies. Section V presents related work, and Section VI concludes the paper.

II. MASSIVELY PARALLEL WORKFLOW FOR MULTISCALE MODELING OF RAS BIOLOGY

Modern scientific applications require large-scale, complex workflows with several components, which must work together cohesively towards effective utilization of heterogenous resources. The intricate design of such workflows and their components require special focus on their power consumption. In this work, we study a massively parallel infrastructure for adaptive multiscale simulations developed to explore the role of RAS protein in the initiation of cancer [25].

A. Multiscale Modeling of RAS Biology

The JDACS4C program is a joined partnership between the Department of Energy (DOE) and the National Cancer Institute (NCI) to advance cancer research using emerging exascale HPC computing. The JDACS4C Pilot 2 project, is designed to exploit modern heterogenous computational resources to uncover the detailed characterizations of the behavior of RAS on cellular membranes. About 90.5 million people in the world had been diagnosed with cancer as of 2015 [22]. Over 30% of these cancers have been attributed to the RAS family of cancer-causing genes [33]. Yet, the true role of RAS in the cancer initiation is not well understood, limiting the ability to design drugs targeting RAS. Exploring RAS biology on cell membranes requires unraveling molecular interactions at high resolutions but at biologically relevant sizes and time scales. Ongoing experimental research in this field is limited by the lack of suitable technologies to analyze large molecular complexes on cell membranes at sufficient resolution. Molecular dynamics (MD) computer simulations can provide the require resolution, but existing models suffer from limitations of accessible size and time scales, and are often unable to achieve the large simulation times required to capture biologically relevant scales.

Towards understanding the underlying characteristics of RAS-RAS and RAS-membrane interactions, the Pilot 2 multiscale simulations utilize two scales: a macro model, which uses a continuum lipid description and a simplified RAS model, to describe RAS dynamics at larger length and time scales, and a micro model, based on high-fidelity molecular dynamics (MD) simulations. On the one hand, micro model, coarse-grained (CG) MD simulations [34] provide sufficient accuracy, but they are computationally challenging and are limited in both size and duration. On the other hand, the macro model offers a promising avenue for scaling to biologically-relevant time and length scales, but the continuum descriptions is often too simplistic, and phenomenological approximations are necessary to capture the complexity needed to model biological systems [35].

The Pilot 2 multiscale framework (Figure 1a) couples the two scales through novel use of machine learning (ML). Here, ML investigates a single, continuously running macro model simulation that spans micrometers and hundreds microseconds and selects “regions of interest” for which the framework instantiates CG MD simulations covering local behavior spanning tens of nanometers for a few microseconds. Several in situ analysis and processing capabilities are connected to analyze the thousands of concurrently running MD simulations, including an active feedback loop to update the parameterization of the macro model.

B. MuMMI Workflow and GPU-Enabled MD Simulations

The Multiscale Machine-Learned Modeling Infrastructure (MuMMI) was developed as part of the Pilot 2 project to enable the multiscale simulations described above. As illustrated in Figure 1b, the workflow contains several diverse components. The macro model simulation is developed using MOOSE [36], which is a scalable, MPI-enabled, finite-element solver that can utilize hundreds to thousands of CPU cores. The workflow itself, including the ML module, is written in Python. Upon availability of computational resources, the workflow uses ML to identify regions of interest in the macro model simulation, and maps them to an MD configuration. The resulting configurations are equilibrated using GROMACS [37] using 24 CPU cores each. Once equilibrated, the dynamics are simulated using ddcMD [24] modified for GPU performance, and in situ analysis utilities are executed along side, running on CPU cores on the nodes shared with the corresponding ddcMD.

A key design of this framework is that the MD simulations, which provide the true data of interest, run almost exclusively on GPUs, whereas all other components work entirely on CPU cores. The performance of ddcMD on CPU cores has previously acknowledged twice with Gordon Bell Prize [38], [39]. However, in order to support the multiscale simulations
Fig. 1: Multiscale Machine-Learned Modeling Infrastructure (MuMMI) has been designed to enable multiscale simulations of RAS biology to understand its role in the initiation of cancer. MuMMI framework couples a single macro scale simulation that spans large time- and length-scales with several thousand MD simulations that provide high-resolution data, but for small spatiotemporal regions. The framework is driven using ML, which evaluates macro simulation and selects regions of interest to spawn the corresponding MD simulations. ML-based sampling allows exploring the configuration space significantly more effectively resulting in a scope of exploration that is not achievable using only brute force calculations. Finally, in situ analysis of the CG simulations provide feedback improving the parameterization of the macro simulation on the fly.

C. Challenges in Performance Monitoring

Traditional performance monitoring tools and libraries (such as TAU [43], HPCToolkit [44], or PAPI [45]), node monitoring frameworks (such as LDMS [46]), or power management and balancing tools (such as libmsr [47], GEOPM [48], Conductor [15]) are not suitable for analyzing or optimizing such complex workflows. A lot of existing tools require independent binaries for instrumentation, source code annotations, or reliance on MPI’s PMPI layer. Integrated workflows through software such as Flux [41] or Maestro [42] are difficult to instrument or modify for use with the aforementioned tools. Additionally, these tools assume dedicated node access: that is, only a single application or component of a workflow is executing on a node at one point in time. Complex exascale workflows such as MuMMI have several co-scheduled components. High-level measurements done at the node-level become inaccurate for detailed analysis in these scenarios, as performance counters or power measurements cannot be clearly attributed to the contributing co-scheduled component. At present, tools for measuring end to end performance metrics (including power) of science workflows are non-existent — this is an open research and development area in the community. As a result, we take a more direct approach to power measurement on GPUs so as to ensure that we get accurate data through command-line interfaces. We do not take CPU or node power into consideration, and we solely focus on the GPU execution times of ddcMD. We describe this in the next section in detail.
This allows us to compare our options for tuning power directly and indirectly, and also allows us to compare variations and anomalies observed in each scenario. The following subsections describe our test system, tools, and data collection process.

A. Our Test System: Lassen

Lassen is a scaled-down version of the LLNL flagship cluster Sierra [3]. There are 684 nodes in Lassen with each node consisting of twin IBM Power9 processors, quad Nvidia Tesla V100 (Volta) GPUs, and 256 GB of DDR4 main memory. Being an IBM Power9 architecture system, Lassen uses the proprietary IBM Job scheduler LSF which is centered around allocating resource sets. A resource set is a user-defined collection of resources requested by a job in order to run. So, to better replicate performance of ddcMD within the MuMII workflow, we ran our tests on the same resource sets that were used to run ddcMD within MuMII: one GPU and two CPU cores per instance of ddcMD.

B. NVIDIA Power and Frequency Capping

NVIDIA provides a tool named nvidia-smi [49] to enable setting as well as querying aspects of GPU performance. The tool has an easy-to-use command-line interface that works by designating a numerical value for either the power or frequency limit that needs to be enforced across the GPUs of a node, or by specifying the performance metric to be queried. The syntax is:

```
nvidia-smi <options> <value or metric>
```

The option to set a power limit is `-pl`, and the option to set a frequency limit is `-ac`. The only restriction to setting a power or frequency limit is that the value must be a supported value for the model of GPU. There is a list of supported frequencies visible by running the command:

```
nvidia-smi -q -d SUPPORTED_CLOCKS
```

The supported power limit range is between 100W and 300W. These two modes were used independently from another to ensure that the collected profile data provided an accurate analysis of how each kind of limit affects both power consumption and performance. We can also use the same tool to monitor the clock rate and power consumption of the GPUs. This was done by using the following command:

```
nvidia-smi -q -d POWER
```

Setting frequencies as well as measuring power did not require administrative privileges on Lassen. However, setting power caps required the use of a limited version of sudo, which was enabled for us through operations support with the help of a utility called nv_powercap.

C. Data Collection

Data collection was performed in two main steps:

- Running ddcMD and collecting profiles on Lassen, and,
- Post-processing the data to extract relevant information locally

The workflow on Lassen begins with a version of ddcMD that is compiled to support the IBM Power9 and Nvidia GV100 GPU architecture, and then setting up the data needed to run ddcMD. In order to simultaneously execute ddcMD and set a power or frequency limit, we request 2 CPUs and 1 GPU for a run of ddcMD as part of the LSF resource set. This resource set allows us to poll the power or frequency information during the ddcMD execution.

ddcMD starts with a series of particle positions and performs MD calculations in order to simulate the evolution of their positions. Every 500,000 steps through the MD simulation, ddcMD outputs a profile that has information regarding memory usage, particle energies, and calculation statistics. For our purposes, we used the data corresponding to the number of milliseconds per calculation per particle in the simulation. In our tests, we ran ddcMD for a total of 40 minutes, typically generating two to four such profiles per run. The information regarding time in milliseconds per particle was extracted from these profiles and placed into a summary file using both python and bash scripts.

The ddcMD process ran in conjunction with a program that polled power and frequency of the GPU throughout the runtime of the application. We created a python application that polled GPUs using the nvidia-smi tool discussed previously. When a GPU power cap is set, the program polls the GPU for its current operational frequency every ten seconds, and then calculates the average frequency of the entire run at the end of the 40 minute job. We then append this average frequency value to its corresponding profile data in the profile summary files described earlier. This process is replicated in the same way for polling power values when running ddcMD under a frequency cap. All of this data is then compiled into one master profile summary for the batch of jobs running ddcMD and used for graphing and analysis. Analysis was performed using python to convert the master profiles from Lassen into CSV (comma separated value) files that hold all of the information pertaining to running ddcMD under power and frequency caps. These CSV files are graphed and analyzed in order to draw conclusions about how frequency and power caps affect performance of the workflow and power efficiency of the GPU.

We collected a total of 5,353 ddcMD profiles, with 753 profiles with frequency capping and 4,600 profiles with power capping. The counts appear nonuniform because each 40

![Fig. 2: Data Collection Process](image-url)
IV. RESULTS

As discussed in Section III, we collected 5,353 ddcMD profiles and experimented with two scenarios: setting GPU frequency (753 profiles) and power caps (4,600 profiles). We organize this data in three subsections. First, we discuss the relationship between power and frequency in the two scenarios. The next subsection takes a detailed look at the variation observed in both scenarios and presents a deeper dive into the data. We highlight an anomalous scenario that we encountered and were unable to resolve. Finally, we focus on application performance, where we present data on execution time slowdowns as well as data on variation in both the scenarios that we studied. For evaluating performance, we consider the calculations and the number of MD steps from the ddcMD profiles (MDSteps). As discussed earlier in Section III, these values are measured for every 500,000 steps. The performance metric we use represents time taken per particle per iteration, and while the metric values appear relatively small, we believe there is little measurement error in timing due to the sheer number of steps involved (500,000) in each measurement.

A. Relationship between GPU Power and GPU Frequency

Figure 5 depicts the relationship between power and frequency when running ddcMD on Lassen. In Figure 3a, we set 17 different frequencies in the range of 877 MHz to 1530 MHz using the –ac option described in Section III. For each frequency, we measure the power usage by polling every ten seconds. Figure 3a plots average power draw across the ddcMD profile against the selected frequency. Each color on the graph represents a specific frequency: note that there are multiple repeated observations for each frequency setting (about 100 per setting depending on how many ddcMD profiles were created at a certain frequency level in 40 minutes). The plot uses colors to clearly depict the variation in average power usage along the vertical axis for a certain frequency level.

As can be observed from Figure 3a, when we set the GPU frequency, the power usage varies significantly, and cannot be relied upon for providing any guarantees in a power-constrained scenario. The power usage is also unpredictable, depicting several anomalous scenarios. Typically, based on known power, voltage and frequency relationships, one would expect lower frequencies to consume lesser power. Whereas this is true for most of our data, we observe two anomalous scenarios at frequency settings of 1005 MHz and 1250 MHz. Here, the power usage is significantly higher and closer to the power draw of the maximum frequency of 1530 MHz. We also observe a high range of variation in power usage here, ranging from the lower end of about 90 W going up to 170 W. The reasons for this anomaly are currently unknown. Note that we are depicting a total of 114 profiles, which have been scheduled on different nodes (and thus different GPUs) of Lassen, making this anomaly statistically significant.

Figure 3b depicts the second scenario in our experiments, where we set a power cap on the GPU using the –pl option, and poll the frequency every ten seconds. The horizontal axis represents the power cap (range of 100 W to 300 W), and the vertical axis represents the average frequency observed over the profile. We have a total of 30 values of power caps, each with about 180–200 observations depending on how many profiles were created under a certain power cap. In this data, we clearly observe that when ddcMD is executed, there is no frequency throttling occurring under a power cap until about the 180 W power cap. It is only when we set the power below 180 W, that we observe a change in frequency of operation (and in turn, slowdown in performance). There is little-to-no variation at higher power caps. However, lower power caps, such as those at 115 W or 120 W, depict a lot of variation in effective frequency.

We attribute the variation in power usage (from Figure 3a) as well as the variation in frequency (from Figure 3b) to manufacturing differences between different GPU devices. We have not, however, exhaustively run experiments to quantify such variations across diverse benchmarks and to conclusively identify slower and faster GPU chips on our cluster. The presented study depicts ddcMD profiles only, and may not be generalized across different GPU benchmarks.

B. Anomalous Behavior and Observed Variation

We now present a detailed look at two specific knobs: (a) Setting the GPU frequency to 1005 MHz and observing power usage, and (b) Setting the GPU power cap to 120 W and observing frequency. Figure 4a shows the data across 114 profiles. The horizontal axis represents the profile identifier, and the vertical axis shows the power usage, sorted from minimum to maximum. As can be observed from the figure, the range of variation for power draw is quite high — ranging from 90 W to 170 W, about a 2× difference in power usage at the exact same frequency across different GPUs. This indicates that setting frequencies is an unreliable way to achieve consistent power usage in a real cluster. This technique cannot be utilized in a power-constrained scenario as it can be quite unpredictable in terms of the power draw encountered. Figure 4b shows the scenario of a 120 W power cap across 196 profiles. Here too, we see a variation in effective frequencies ranging from 1250 MHz to 1530 MHz, a factor of 1.22×. It should be noted, however, that the range of variation observed here in effective frequencies is lower than that of the first scenario, which indicates that capping power could lead to relatively consistent performance in a power-constrained scenario.

C. Impact on Application Performance

Finally, we discuss the impact of both frequency capping and power capping on application performance. We look at two performance metrics for the applications, the time taken for a molecular dynamics simulation step (MD step), and the
time taken for a particle’s calculation. More specifically, the MD step metric is the amount of time in milliseconds that the program took to complete a molecular dynamics simulation step for a single particle. Likewise, the time to perform a calculation metric is the amount of time in milliseconds that the program took to perform a single particles energy or location calculation (which is a part of the MD step process).

Figure 5a and Figure 5b show the observed timings for MD steps in both the scenarios. The horizontal axes represent the selected frequency and power cap, respectively, and the vertical axes show time in milliseconds. Figure 5c and Figure 5d show the calculations. A key observation from these plots is that when we set frequencies, we observe significant variation in the reported time. It is currently unclear why this is the case. Typically, when we set frequency, we expect lesser variation when compared to the scenario of setting power caps. When setting power caps, we see more consistent performance, with lesser slowdown as well as lesser variation. Reducing power from 300 W to 170 W on the GPU had no impact on ddcMD performance in either metric. As we go below the power cap of 170 W, we see some impact on performance. Reducing power to the lowest value of 105 W (1/3rd of maximum) resulted in an effective frequency reduction of 26% and a slowdown of 17%. We also observed a higher slowdown on the MDStep metric than the calculations metric. In order to clearly quantify the reasons for the variation (and slowdowns), we need to collect additional data with performance counters when setting frequencies as well as when setting power caps. This is part of our future work, where we plan on exploring this further with nvprof performance counter data and correlating it with the power and frequency observations.

V. RELATED WORK
Energy and power research has focused on advancements at both software and hardware levels. Among architectures, the trend has been toward leveraging accelerators such as GPUs or FPGAs that lead to higher power per watt [2]. Additional non Von-Neumann architectures are actively being researched as well [50]. In software, most research in HPC has focused on saving energy [8], [13], [17], [51] and maximizing performance under power constraints [52]–[54]. Analyzing critical paths of applications and distributing power intelligently based on application characteristics has been studied for runtime systems [15], [48], [55] as well as for job scheduling [11], [56]–[62]. This research
has primarily focused on simpler proxy applications and traditional manycore server CPUs. There has been limited work that has focused on energy savings and analysis for workflows [63]–[66], and limited research on GPU frequency scaling and GPU power capping [26]–[31]. Additionally, while manufacturing variation has been studied for CPUs [20]–[23], no studies have explored performance variation or reproducibility on GPUs. Our work is a first-of-its-kind to explore GPU power capping and frequency scaling while studying variation and performance for workflows, and research in performance tools, predictions, and improved utilization on modern architectures and diverse workflows is an open research area.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented initial results on GPU power capping, GPU frequency capping, and variation in performance on the ddcMD code, which is a part of the MuMMI workflow. We showed that GPU power capping within a scientific workflow is an effective way of improving HPC cluster power efficiency, and showed that reducing power from 300W to 200W on the ddcMD application had no impact on its performance. Even at the low value of a GPU power cap of 105 W (1/3rd of maximum), we saw a slowdown of only 17% on ddcMD performance. We also observed that counterintuitive to what we know about CPUs, performance variation resulting from potential lithography differences is lower when setting power caps as opposed to setting direct frequencies on GPUs. In our observations, setting GPU frequencies resulted in unreliable and unpredictable power usage, increased variation, and anomalous behavior at certain frequencies such as 1005MHz. These results are useful from the point of view of understanding the performance of future workflows that are both complex and highly heterogeneous. Future work includes conducting a detailed analysis of the other components of the MuMMI workflow, measuring performance metrics with tools such as nvprof, and building regression models to predict performance of workflows under power caps.
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