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Abstract. Complex physical simulations have driven the need for exascale computing, but reaching exascale will require more power-efficient supercomputers. Heterogeneous hardware offers one way to increase efficiency, but is difficult to program and lacks a unifying programming model. Abstracting problems at the level of the domain rather than hardware offers an alternative approach. In this paper we describe the design of Liszt, a domain-specific language (DSL) for solving partial differential equations on meshes. Many domain-specific languages and frameworks have been proposed for physical simulation. Liszt is unique in that it targets current and future heterogeneous platforms. We have found that designing a DSL requires a careful balance between features that allow for automatic parallelization and features that make the language flexible.

1. Introduction

The desire for increasingly accurate and complex physical simulation has driven the need for more powerful supercomputers. Until recently, these computers were typically composed of a cluster of homogeneous machines connected with a high-speed interconnect. The desire to reach exascale computing will require more power-efficient designs.

One way to increase efficiency is to use accelerators. By specializing the hardware, it is possible to build hardware that executes more FLOPs per watt. Recent supercomputers such as the Tianhe-1A, or Cray’s XK-6 contain GPU accelerators to improve efficiency [22, 9]. Complicating things further is the heterogeneous nature of these platforms; they contain both CPU and GPU nodes. Heterogeneity is necessary because applications contain a mix of sequential and data-parallel code. The problem is that heterogeneous systems are more difficult to program; a programmer needs to use multiple programming models such as MPI, pthreads, and CUDA/OpenCL [21, 19] to implement a single application.

One approach to solving the problem of programming complex hardware is to raise the level of abstraction. The idea is to trade-off generality for domain-specificity. In the same way that hardware has gained efficiency by specialization, specialized software can also perform more efficiently. Raising the level of abstraction also has the advantage that it leads to a more productive programming environment. High-level domain-specific languages (DSLs) such as Matlab and R are already widely used in computational science because they speed rapid prototyping and experimentation.
The domain we tackle is physical simulation, in particular, the case of solving partial differential equations (PDEs) on meshes. Several domain-specific languages already exist to help solve these equations. One popular platform is OpenFOAM. In OpenFOAM a programmer expresses the problem in code as a PDE [29]. Figure 1 shows an example PDE and its equivalent representation as expressed in OpenFOAM.

This domain-specific approach has several advantages. Since the program does not specify a machine-specific implementation, a developer of OpenFOAM is free to create an implementation of the PDE solver for any architecture. This design allows a single problem specification and provides the potential for forward portability to future heterogeneous architectures. Furthermore, a higher-level abstraction typically makes programming these applications more productive since low-level details of the parallel implementation are handled automatically.

The portability and productivity of domain-specific design come at the cost of flexibility in expression. OpenFOAM provides a set of discretization approaches to solve PDEs, but researchers often need to develop their own numerical techniques, requiring them to extend the library itself [29].

Many challenges arise in designing a DSL. First, a DSL should make it possible to express the most important problems in the domain. Second, it should be clean and elegant so that programmers are productive. Third, it should be possible to implement efficiently on a range of parallel hardware. With these challenges in mind, we have developed a new domain-specific language for solving PDEs on meshes called Liszt. The same Liszt code can be compiled to run on clusters, traditional SMPs, and GPUs; it performs comparably to hand-written code on each architecture.

While designing Liszt, we have found that it is not sufficient to simply add high-level abstractions of the domain to a general-purpose language. A DSL must carefully consider the performance implications of each language feature, in some cases restricting the language to ensure that the code will run efficiently. In particular, our approach to automatically parallelizing code on different architectures relies on the ability of our platform to determine the data dependencies of any Liszt expression. To do this, we tie all data accesses to the mesh of the decomposed domain.

In this paper, we discuss the design decisions that we made while developing Liszt. Furthermore, we present different possible designs and compare our choices to those made in related systems.

2. Language

To make the discussion of design decisions concrete, we start with a simple example of a complete Liszt application that models heat conduction; we follow with a discussion of the design. Figure 2 shows Liszt code for calculating equilibrium temperature distribution on an unstructured grid of rods using Jacobi iteration. Unlike the OpenFOAM example, Liszt code is written at the level of the discretized mesh representing the physical domain rather than at the level of the continuous PDEs. The mesh is expressed in terms of abstract data types:
Lines 17–36 perform 1,000 Jacobi iterations to solve for the steady-state temperature distribution. During each iteration, the expressions head(e) and tail(e) extract the mesh vertices on either side of the edge. These topological functions relate mesh elements to neighboring elements. Figure 3 summarizes the topological functions built into Liszt. The head and tail are then used as keys to extract data from the mesh.

**Figure 2:** Example code written in Liszt that calculates the temperature equilibrium due to heat conduction.

Liszt supports unstructured meshes of arbitrary polyhedra in three dimensions. It handles the details of loading the mesh; an application programmer interacts with it using built-in operators. For simplicity, we currently do not allow the topology of the mesh to change during program execution.

In our example code, lines 2–6 initialize a number of fields. A field is a parameterized type that implements an associative map from a mesh element to value similar in concept to the fields in Sandia’s Sierra framework [28]. Fields are designed to hold the degrees of freedom that are used to approximate a continuous function defined over the domain using a set of basis functions.

Lines 9–14 use a parallel for-comprehension to set up an initial condition with temperature concentrated at one point. A for-comprehension expresses computation for all elements in a set. We use the term comprehension rather than loop since it does not contain any loop-carried dependencies. The for-comprehension operates over a topological set, edges(mesh), that contains all edges in the discretized mesh. Though not shown in the example, nested for-comprehensions are supported.

**Figure 3:** Liszt’s major built-in topological relations. For every operation on a vertex (edge) there is a dual operation for the cell (face).
fields.

The Reduction operators on lines 24–27 are used to calculate new values for the Flux and JacobiStep at each iteration. Since for-comprehension is a parallel operator, the semantics of the language dictate that these reductions occur atomically. In addition to summations, other associative and commutative operators such as multiplication or min/max are provided.

3. Design
The design of a language or library for solving PDEs must balance competing goals of flexibility, productivity, and efficiency. Here we examine several of the important decisions that were made while designing the Liszt language. First, we chose to abstract the domain at the level of the elementwise formulation. At this level, the problem is expressed in terms of basis functions defined over discrete elements. An elementwise formulation must present an abstraction for interacting with the discretized domain and storing data for each element to represent fields. Liszt chooses the approach of using a discretized mesh and topological functions to represent the domain. Furthermore, the compiler or framework must transform code based on the chosen abstraction to an efficient parallel implementation for a given parallel programming model. To implement this abstraction in parallel, Liszt automatically infers the data dependencies in each operation using program analysis and provides language semantics that promote parallel code. We provide a simple interface for using external libraries. We examine the rationale for each of these decisions in detail.

3.1. Choosing the level of abstraction
When developing methods to solve PDEs, scientists reason at several levels of abstraction. These levels provide a natural starting point for exploring the space of possible designs. We examine three separate levels here that have been used to create successful libraries for solving PDEs.

Continuous PDEs The highest level defines a set of governing equations over a spatial domain. In OpenFOAM [29] and Sandia’s Sundance [15], the programmer represents the problem in terms of the PDEs themselves using abstract data-types representing fields and operators. The FreeFEM and FEniCS projects also use similar formulations [25, 13]. The particular numeric discretization and solvers are provided by the library and are configurable in the API. These libraries then also provide parallel implementations for solving the discretized problem. OpenFOAM, for example, provides an MPI-accelerated implementation [23].

Elementwise Formulation In order to solve the continuous problem formulation, a second level of abstraction is introduced where the domain is discretized into a mesh of elements; continuous fields are approximated with a set of basis functions with local support in each element. Liszt itself uses the elementwise formulation as its starting point: computation and data are expressed in terms of the discretized mesh; the specific data-structures or model for parallelization are left abstract. In addition to Liszt, various frameworks take this approach. Giles et al.’s OP2 library expresses the mesh as a set of user-defined relationships between elements [14]. SBLOCK, a solver for structured meshes [5], expresses computation as kernels that operate on a local neighborhood around an element. Sandia’s Sierra framework also expresses computation in terms of the discretized mesh but incorporates communication primitives that assume parallelization is based on domain partitioning [28].

Data structures and parallel programming At the lowest level, the programmer creates specific data structures for storing the mesh and discrete data needed to represent the solution for a parallel programming model. Many production PDE solvers are written this way, typically using MPI as the underlying programming model. Libraries that support this style of programming, such as PETSc or Sandia’s Sierra framework, provide utility functions for partitioning the mesh across different memory spaces and communicating between them [4, 28]. The framework used in Stanford’s
PSAAP program follows this approach [24]. The framework partitions the mesh across different MPI nodes. On each node, code is written in a single-threaded style expressed as computation on the local partition. When nonlocal data is required, specific calls are inserted to perform communication via MPI.

Continuous PDEs are ideal for users who have a particular problem they want to solve using already established numeric methods. Since the problem is represented mathematically, the library itself can provide different implementations that are efficient for different architectures. However, this level of abstraction is less useful for researchers who want to experiment with new numerical methods that are not already built into the library. While both OpenFOAM and Sundance can be extended with additional models, certain extensions require the user to be aware of the underlying parallel implementation [29, 15] and may require different implementations to run on new architectures such as GPUs.

The expression of the problem at the level of data structures in a parallel programming model gives the programmer the most flexibility in choice of numeric method and solvers. Since this lower level of abstraction exposes the features of the underlying parallel programming model, it may not run efficiently on architectures that do not match the programming model. For example, frameworks such as Sierra and Stanford’s PSAAP solvers use an abstraction based on mesh partitioning [28, 24]. On modern graphics cards that have thousands of threads of execution, each partition will be very small, resulting in a lot of communication between partitions.

We chose to abstract at the level of the elementwise formulation because it provides the flexibility of the low-level approach to express different numeric formulations while keeping the details of the parallel implementation abstract. This abstraction provides the potential for automatic portability to different parallel programming models.

3.2. Abstracting meshes and fields

The elementwise formulation is based on a discretized domain. A language or library for the elementwise formulation must provide a way to access the elements of the domain and store data for each element. Several approaches are commonly taken in practice.

**Ad hoc Storage** A common approach to representing the domain is with ad hoc data structures. For instance, in Stanford’s PSAAP solvers, the connectivity of the mesh needed by the application is provided in arrays using the compressed row storage (CRS) format [24]. Elements themselves are assigned contiguous integer IDs, and data is stored in arrays addressed by ID. Typically the frameworks build only the connectivity that is needed for the particular applications being handled, leading to representations that are inconsistent across different programs.

**Mesh Topology** One way to represent this domain in a consistent fashion is with a mesh of topological elements. Liszt takes this approach by providing a three-dimensional mesh representing a three-dimensional manifold. Neighboring mesh elements are extracted using topological functions. To ensure we have a complete set of topological functions suitable to a wide range of programs, we designed our operators based on the primitives suggested by Laszlo and Dobkin [11]. Figure 3 summarizes their behavior.

**Relations** An alternative method, taken by OP2, is to create a set of user-defined relations over elements [14]. These elements may represent mesh topology such as vertices, but they are user-defined, so they conceptually can represent other entities such as the nodes of a higher-order finite element. Relations define a 1 to \( N \) mapping from one type of user-defined element \( e \) to another type \( e' \):

\[
 r(e') = \{ e'_0, e'_1, ..., e'_N \}.
\]

For instance, a relation may represent a 1-to-2 mapping of edges to their adjacent vertices:

\[
 \text{edges}(e_0) = \{ v_0, v_1 \}
\]
These relations are defined explicitly by using a graph data-structure that maps elements from the domain to the set of elements in the range.

Each of these designs has different advantages. Ad hoc storage based on arrays and integer indexing is flexible and can be tailored to a specific problem, but the lack of a common interface makes it difficult to incorporate into platforms that need to generate parallel code on different architectures. Relations are also flexible, but they still require the user to define an appropriate set of connectivity for the program by hand.

We chose to use mesh-based topological functions since they are an intuitive and familiar way of working with an element and are closely related to the way programmers visualize the domain. Additionally, using the mesh as the basic data structure provides additional semantic knowledge of mesh relationships, which can be used by the platform to produce more efficient algorithms. For instance, Liszt can use the facet-edge representation suggested by Laszlo and Dobkin [11] to create efficient data structures for partitioning a mesh across many cluster nodes. This is especially useful for large problems, where the mesh cannot fit in the memory of a single machine, since writing code that can load the mesh in parallel for ad hoc representations is tedious.

Building the semantics of the mesh into the language also offers additional opportunities for the specialization of data-structure for particular problems. For example, if the input mesh is a regular grid, it would be possible to implement the topological functions using simple affine transforms and provide better implementations of operations such as mesh partitioning.

In addition to representing a domain, an abstraction must provide a way to store user-provided data. For ad hoc data structures based on integer indexing, programmers usually store data in arrays indexed by element ID. Relational models such as OP2 let the programmer store data in associative maps from user-defined elements to values [14].

Liszt’s mesh-based representation naturally leads to storing data at mesh elements using fields. For this storage we specifically decided to use a struct of arrays form (e.g., Temperature(cell)), rather than an array of structs form (e.g., cell.Temperature). We believe that the struct of arrays form, where fields are defined independently of the element, is more intuitive when a single program is solving multiple equations each with a different set of unrelated fields.

Mesh-based storage works well for simple programs. For instance, piecewise linear basis functions for triangular elements can be represented by using a field defined over faces. For continuity across the domain, linear basis functions can be represented using three degrees of freedom, one at each vertex, coupled to neighboring elements using a field defined at vertices. However, storing the degrees of freedom for a quadratic triangular element requires six degrees of freedom, three at each vertex and three along the edges of the triangle. In Liszt we can represent this with two fields, one on the edges and one on the vertices:

\[
\begin{align*}
\text{dof}_f &: \text{Field}[\text{Face, Float}] \\
\text{val} \ \text{dof} &: \text{Field}[\text{Vertex, Float}] \\
\text{dof}_v &: \text{Field}[\text{Vertex, Float}] \\
\text{dof}_e &: \text{Field}[\text{Edge, Float}]
\end{align*}
\]

Constant Linear Quadratic

However, using multiple fields in this way is awkward and becomes increasingly complicated for higher-order elements. In this case, a user-defined relation mapping an element directly to its degrees of freedom would be more intuitive. Despite this complexity, we chose to use element-based storage to make the most common operations simpler to implement. As we continue to develop Liszt, we may consider making these our built-in functions extendable to address the ability to work with higher-order elements.

3.3. Inferring data dependencies with stencils

An implementation of a DSL must be able to translate code that uses abstractions such as meshes and fields into an efficient program. In order to produce efficient code on modern architectures, a
domain-specific compiler must be able to find parallelism, expose memory locality, and minimize the synchronization of parallel tasks. Since the same operations are mapped to each element, the problems have a large degree of data parallelism. Since the basis functions are typically designed to have local support, computation will access data only from local topological neighborhood around the element. We refer to this neighborhood as the computation’s *stencil*. Furthermore, since computation occurs in data-parallel phases, synchronization is typically required only between phases.

To exploit these features of the domain, a DSL must be able to extract this information from the program. One approach is to reason about the data dependencies for a computation. If the DSL can determine the set of reads and writes that an arbitrary expression will perform, it can determine whether two expressions can be run in parallel, schedule operations using the same data to run locally (either spatially or temporally), and insert synchronization where it is necessary to fulfill a dependency. Since PDE solvers are typically iterative, the DSL can perform this reasoning before the first iteration and reuse it for subsequent iterations.

Determining data dependencies is difficult in general since it requires reasoning about the behavior of arbitrary programs. As an example, the statement \( A[f_1(i)] = B[f_2(i)] \) requires the DSL to understand the behavior of \( f_1(i) \) and \( f_2(i) \), arbitrary expressions. Libraries for solving mesh-based PDEs solve this problem by restricting \( f \) in different ways.

**Affine partitioning** For the restricted set of problems that considers only regular grids, the data needed in a single element is almost always an affine transformation of the indices of the element. In this case affine partitioning techniques can automatically determine efficient parallel implementations when \( f(i) \) is an affine expression [20]. The PIPS compiler, used by many scientific programs, takes this approach to parallelize code [2].

**Explicit Provided Dependencies** Alternatively, the dependencies can be provided explicitly. In the case of regular grids, the halo of data required for an element, \( e_{ij} \), can be declared explicitly for each element as mathematical functions of \( i \) and \( j \); this is the approach taken by SBLOCK [5]. Dependencies can also be explicitly defined for unstructured problems. In OP2, parallel computation is then expressed as kernels that can gather and scatter data only from a particular user-defined relation [14]. Relations are passed explicitly to the kernel, so the data used at element \( e \) are precisely the data store on \( e \) and any data stored on elements in \( r(e) \) for the relationship \( r \).

**Inferring Dependencies with Program Analysis** Another approach is to infer the dependencies from the use of built-in operators. Liszt can automatically determine data dependencies through program analysis of its build-in mesh functions and the way that fields are used. To accomplish this inference, Liszt makes the following semantic restrictions that enable our compiler to perform program analysis to discover dependencies automatically:

- The mesh topology does not change.
- Mesh elements can be obtained only through topological functions, and data in fields can be accessed only by using the mesh element as the key.
- Assignments of variables to topological elements and fields are constant (i.e., there is a single static assignment of a value to any variables that refers to mesh elements). This restriction ensures that a while-loop cannot traverse the mesh.

Section 4.1 gives an overview of the approach to infer the dependencies.

Each approach has different trade-offs. Affine partitioning typically does not work for unstructured meshes, where indices into arrays have data dependencies on the mesh. Explicitly provided dependencies can work for unstructured meshes, but it can be difficult to express more complicated dependencies. For instance, in OP2, nested use of the relations is not allowed since it could result in dependencies for element \( e \) that are not contained in \( r(e) \) [14]. For more complicated dependencies, the programmer must explicitly create a new relation to represent them.
We chose to automatically infer the dependencies since doing so enables the programmer to code in a style that is similar to single-threaded code but still produce a parallel implementation for unstructured meshes. While performing this inference requires some restrictions on the language, we have found them acceptable in practice since they enable the application programmer to express code without worrying about explicitly declaring the dependencies. This approach allows nested operations to be expressed naturally as nested for-comprehension.

3.4. Choosing language semantics for parallelism

While analyzing data dependencies is useful for determining a parallel implementation, it is also helpful to add additional language features to encourage the programmer to write code that is parallelizable. Liszt adds three additional language features to express the program in a parallel way: for-comprehension are parallel operators, reduction operations like += occur atomically, and fields have phases—during a for-comprehension a field must be read-only, write-only, or reduce-only.

Consider an alternative design in which for-comprehension are implemented as loops and reduction operators are not atomic. Given this design, the reductions to Temperature and JacobiStep in Figure 2 would introduce a loop-carried dependency across the loop, forcing the writes to Temperature and JacobiStep to serialize. These flux calculations are common. By providing parallel for-comprehensions and commutative/associative reductions, Liszt is free to reorder these writes, allowing for efficient parallel implementations.

Field phases were added to reflect the fact that data-parallel operation in a PDE solver typically produces data only for later operations. The phasing of fields in Liszt is handled automatically by the compiler. This restriction ensures that a parallel for-comprehension does not introduce any nondeterministic values for a given implementation. OP2 takes a similar approach to reduce dependencies in data-parallel operations by having the user explicitly annotate data storage as read only, write only, or sum only during a kernel [14].

3.5. Working with external libraries

Since certain operations will fall outside the expressibility of a domain-specific language, a way to interact with external libraries is necessary. Liszt currently has rudimentary support for calling external libraries, with more support for common libraries such as sparse matrix solvers left as future work. For calls to external libraries, Liszt allows the declaration of external functions.

```python
def foo(a : Int, b : Float) = __
```

The user must then provide an implementation of foo for every runtime that Liszt targets (e.g., a C implementation for our MPI runtime and a CUDA implementation for our GPU runtime). This makes it easy to call routines written as libraries in other languages.

External interactions with data structures such as the mesh or fields are more complicated since Liszt must reason about the data dependencies of code that uses these structures. Interfacing with sparse matrix solvers is an especially common case of this problem. We plan to address these interactions by creating a way to represent sparse matrices inside of Liszt and then making it easy to combine this representation with external solvers. This design will allow the programmers to choose the solver most suited to their problem but still write the code that assembles the matrix in Liszt. An important choice for this design is how to represent the rows and columns of the matrix in a way that interoperates well with the mesh elements and fields that Liszt provides. Discussion of this issue is beyond the scope of this paper, but one possible way to accomplish this is to address the rows and columns of the matrix with mesh elements.

4. Implementation

The design of Liszt balances the concerns of flexibility, productivity, and efficiency by providing constructs that operate at the level of the elementwise formulation, while still allowing the compiler
Figure 4: Overview of the stages of our Liszt implementation. Code is preprocessed by a plugin in the Scala compiler to produce an intermediate representation. The Liszt cross-compiler then produces code for one of our three runtimes.

We present an overview of the implementation here. DeVito et al. provide a more detailed description [10]. Figure 4 gives an overview of the architecture. Liszt’s syntax is a subset of the Scala programming language. A compiler plugin in the Scala compiler generates an intermediate representation for Liszt code that is passed into a separate Liszt-specific cross-compiler. We chose to use Scala as our front-end since it provides constructs that are suited to creating embedded domain-specific languages [26]. Its rich type system allows expression of Liszt’s abstract data types such as mesh elements and files, while also providing type inference to reduce the need for explicit type annotations in code. Additionally, its support for abstract for-comprehensions made it simple to express Liszt programs without the need to create new syntax. The language features of Scala also allow domain-specific languages to be embedded directly in the language as a library. Chafi et al. present an overview of this approach—including an implementation of Liszt—that can produce an intermediate representation of DSL code suitable for performing domain-specific optimizations at runtime [6].

After generating the intermediate representation from Scala code, the Liszt cross-compiler performs some runtime-independent program transformations. In particular, it generates code that when given a particular mesh can produce the data dependencies for the Liszt program. This stencil code is then used during the initialization of a Liszt application in the implementation of our partitioning or coloring approaches. The cross-compiler additionally inserts explicit enterPhase statements into the code where fields change phase using a data-flow analysis. Runtimes can use these statements to perform actions such as cluster communication when a field changes from a write phase to a read phase.

A second stage of the cross-compiler then generates C++ or CUDA code for our specific runtimes,
Figure 5: For a particular input (a), Liszt can parallelize the code using either a partitioning or coloring strategy. When using partitioning, Liszt first partitions the mesh to different nodes (b); it then uses the stencil to discover ghost elements (c), and establish communication patterns to update ghost elements (d). When using a coloring approach, Liszt builds a map from elements in a for-comprehension to the field locations that the element will read (e). This graph is used to build an interference graph between elements (f). Coloring the interference graph results in a schedule (g) where elements of a single color can run in parallel.

which is handed off to a general-purpose compiler to create the final executable.

4.1. Stencil

Regardless of the runtime, each application relies on the ability of Liszt to determine the data dependencies inside a for-comprehension given a particular mesh. In particular we define a stencil:

\[ S(e_l, E) = (R, W) \]

where \( e_l \) is a Liszt expression, \( E \) is an environment mapping variables to values, and \( R \) and \( W \) are the of reads and writes that \( e_l \) may perform. Our approach to implement this stencil works in two stages. We first transform a given Liszt expression \( e_l \) into a new expression \( e'_l \) such that \( e'_l \) is guaranteed to conservatively approximate the data dependencies of \( e_l \)—that is, \( e'_l \) reads and writes a superset of the values of \( e_l \). Additionally, we enforce that \( e'_l \) must terminate. This first stage can be done in the cross-compiler since it does not rely on the topology of a particular mesh. The second stage runs at program initialization. To evaluate \( S(e_l, E) \) for an expression \( e_l \), we execute \( e'_l \) in environment \( E \) and record the reads and writes it makes as the set of pairs \((f, e)\), where \( f \) is the field being accessed and \( e \) is the element used to access it.

To transform from \( e_l \) to \( e'_l \) is conceptually simple. If-statements are transformed such that both paths are executed, ensuring the new expression \( e'_l \) can only read or write more entries than \( e_l \). While-loops are transformed such that they execute their body exactly once. The design of Liszt ensures that variables referring to mesh elements cannot be reassigned, so executing the body of the loop a single time captures all the accesses that the loop can perform. The resulting expression must terminate since mesh sets are of constant size and Liszt does not contain any looping constructs besides while-loops (in particular, recursion is not supported).
4.2. Implementing the execution strategies

Given the stencil in the form of the transformed expression $\epsilon'_l$, we can parallelize code using different strategies depending on architecture. Each of our three runtimes parallelizes Liszt code using either a partitioning strategy (MPI) or coloring-based strategy (pthreads, CUDA). Here we briefly describe each strategy to illustrate how the stencil is used. Figure 5 summarizes the stages performed in each approach.

4.2.1. Partitioning

Our partitioning strategy is based on a common design-pattern for implementing PDE solvers using MPI. However, unlike most frameworks that require users to explicitly insert communication statements, Liszt handles all the details of internode communication automatically. Figure 5 gives an overview of this strategy. First, for a particular mesh and program (a), the mesh is loaded and partitioned across N nodes using an external partitioner (b). We have found that using ParMETIS on a graph of cell-cell connectivity works well for most three-dimensional problems [18]. When an unnested for-comprehension executes, each node will perform computation for elements of the set that are in its partition.

Since computation for element $e$ will access data in a neighborhood around $e$, elements near the border of a partition may need to access data on a remote partition. In order to make this access efficient, that data is duplicated locally and stored in ghost elements. The partitioning approach discovers these ghost elements at initialization using the stencil on its local partition to calculate the sets of reads and writes that a partition will perform. Accesses found by the stencil that are not local determine the presence of ghosts. For example, in Figure 5 (c) vertex $E$ is discovered to be a ghost on node 0.

If during a write- or reduce-only phase a node $n_0$ writes data to an element that is a ghost on some node $n_1$, then $n_0$ must send $n_1$ the updated value (or delta, in the case of reductions). Since the field cannot be read until the field enters a read-only phase, this communication needs to be performed only inside the enterPhase statements added by the compiler when the field enters a read-only phase. This approach allows the runtime to batch communication and delay synchronization until the values are needed remotely. For additional efficiency we can use the stencil to precompute this pattern of communication, as illustrated in Figure 5 (d).

4.2.2. Coloring

In a shared-memory system, we can avoid duplicating data and creating ghosts by using a scheduling approach based on graph coloring rather than partitioning [1, 16]. This alternative can be beneficial on runtimes where there are many parallel threads of execution. In this case, the partitions would be small, resulting in a large amount of duplication and communication along the boundaries. Liszt targets this approach automatically.

Figure 5 illustrates the process. To parallelize a for-comprehension, we group mesh elements in the set into batches such that no two elements in the same batch write to the same field entry. Each batch is run in parallel separated by global barriers. We can use the stencil to determine the writes for each element and create a bipartite graph connecting elements to the field entries they will write (Figure 5 (e)). We use this graph to create a new graph between mesh elements where an edge exists if they write the same field entry (Figure 5 (f)). Coloring this graph using the algorithm of Chaitin et al. groups the elements into batches of independent work [7].

In our GPU runtime, each unnested for-comprehension is transformed into a CUDA kernel and invoked once per batch. Our pthreads runtime operates similarly, with multiple-threads dividing the batches using work-stealing, and each batch separated by a global barrier.

5. Performance

We evaluate the performance of our compiler and runtimes using four example applications to demonstrate that our design is capable of taking a single program and running it efficiently across different architectures and applications. We compare this performance to hand-written implementations
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**Figure 6:** The relative efficiency Liszt applications on a 2048-core cluster as compared to ideal linear scaling of the 32-core run. The Euler and Navier-Stokes applications are compared against their hand-written MPI implementations. The Shallow Water and FEM applications are compared against their own 32-core performance, since they were ported from nonparallel code. Each node of the cluster contains two Intel Nehalem X5650 processors running OpenMPI 1.4.2. We measured performance using 4 through 256 nodes, using 4 cores per processor. The FEM code shows superlinear scaling from 256 to 512 cores as the partitions become small enough to fit into L3 cache.

when available or to the published performance of similar implementations. A more detailed analysis of the performance of our implementation is available in DeVito et al [10].

Our main test applications are ports of applications used in Stanford University’s DOE PSAAP Project. This project is simulating the unstart phenomenon in hypersonic vehicles [24]. We ported the core Euler and Navier-Stokes (NS) fluid dynamics solvers. Both applications are cell-centered, using face-based flux calculations and a forward Euler time-step. The Euler solver calculates inviscid flow, while the NS solver additionally calculates viscous flow, allowing us to test different sized working sets. Additionally, we implemented a shallow water simulator (SW) based on an algorithm by Drake et al. [12] and a simple finite-element method (FEM) that computes the Laplace equation on a cubic grid. All applications use double precision numbers. These applications provide us with a variety of working set sizes and arithmetic intensities.

To measure the overhead of using Liszt, we compared each application to a hand-written C++ counter-part. The Euler and Navier-Stokes solvers have reference implementations written in MPI; for these applications, we also compared Liszt’s MPI runtime to the reference implementations on both single SMPs and a large cluster. In all cases where a reference implementation exists, Liszt code performs within 16% of the reference code and often outperforms the reference slightly, despite handling all the details of parallelization automatically.

Figure 6 shows the ability of Liszt applications to scale on a large cluster. Compared with our reference implementations of the Euler and Navier-Stokes solvers, the Liszt versions scale similarly.
In addition to the SMPs that traditionally compose large clusters, GPUs are an attractive target for computational science due to both their increased efficiency in terms of FLOPS/watt and their price. However, the need to rewrite applications specifically for the GPU has limited adoption. Furthermore SMPs are still desirable since they contain large caches and shared memories and are viewed as easier to program than GPUs. Since Liszt applications are portable, it is easy to use either architecture without modifying application code. We compare the performance of two Intel SMPs with our CUDA implementation on an NVIDIA graphics card in Figure 7. Since SMPs can run both the pthreads and MPI runtime, we report whichever one runs better, for simplicity.

GPU performance shows order-of-magnitude speedups for all applications compared with the scalar reference implementation. In particular we see a 19.5x speedup for the Navier-Stokes solver. Similar fluid-flow solvers in the literature report speedups between 7 and 20x [8, 17]. Asouti et al. report a 46x speedup but only after mixing single- and double-precision arithmetic by hand [3]. Furthermore, Giles et al. report a 3.5x speedup over an 8-core SMP implementation [14]; Liszt shows a similar 3.1x speedup over our own 8-core SMP run. Since each of these experiments was performed on slightly different hardware, direct comparison is difficult; but our results are within the range of performance reported in the literature.

In cases where the working set is large, such as the Euler and Navier-Stokes solvers, the 32-core SMP is able to outperform our GPU runtime. In general, different properties of the applications will make them more suited to a particular architecture. Allowing the programmer to write the programs in an architecture-independent way makes it easier to make these performance comparisons and adapt hardware choices to suit the needs of the application.

These performance results demonstrate that Liszt applications written at high level of abstraction perform comparably to hand-written C++ code, scale on large clusters, and are portable to new parallel architectures such as GPUs.

6. Discussion
We have designed Liszt such that our compiler can automatically determine data dependencies while still being flexible enough to represent different numeric methods for solving PDEs. The elementwise formulation provides a natural level of abstraction to the programmer that is still agnostic of the
particular parallel implementation. Furthermore, since most operations at this level are data-parallel operators on all the elements, we can provide parallel `for-comprehension` and `reductions` to reduce the number of dependencies while maintaining the numeric correctness of the program.

Though Liszt infers the data dependencies through the use built-in topological functions, our particular implementation can easily be adapted to work with other methods. Since user-defined relations provide a more natural way to express the degrees of freedom of higher-order elements, allowing the programmer to define additional relations can make the platform more flexible.

For DSLs to be used in large applications, it must be easy to interact with non-DSL code. We plan to address investigate solutions to this issue by creating an interface between Liszt and external sparse matrix solvers.

Reaching exascale computing will require more efficient design. Extreme specialization, like that of D. E. Shaw’s Anton [27], allows for orders of magnitude more efficiency but is not backwards compatible with low-level implementations. DSLs such as Liszt separate the specification of the problem from a specific implementation. In addition to providing forward portability, this separation can free hardware designers to make more aggressive changes to hardware. Ideally, the DSL approach for high-performance computing can enable aggressive hardware and software design that will make exascale achievable without needing to rewrite high-level programs for each new architecture.
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